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Abstract

The problem of a disruption of a Wiener process is considered. This problem is

reduce to the so-called Stefan problem. The explicit form of sufficient statistics also

is obtained.
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1 Statement of the problem

We consider one problem of disorder (disruption) for a standard Wiener
process. At first we bring the one formulation of this problem and some
later we will consider our formulation of problem and basic result.

We shall assume that on a probability space (Ω,=, P ) a random variable
θ = θ(ω) with values [0,∞) and a standard Wiener process w = wt, t ≥ 0,
mutually independent are given such that

P (θ = 0) = π, P (θ ≥ t|θ > 0) = e−λt, (1)

where λ is the known constant, 0 < λ < ∞, 0 ≤ π ≤ 1, and

w0 ≡ 0, E(wt) = 0, E[(wt − ws)2] = t− s, 0 ≤ s ≤ t. (2)

We also assume that we observe the random process ξt, t ≥ 0, with the
following stochastic differential

dξt = rχ(t− θ)dt + σdwt, (3)

where r 6= 0, σ2 > 0, are known constants and

χ(t) =
{

0, t < 0,
1, t ≥ 0.
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In other words, the structure of the process ξ is such that

ξt =

{
σwt, t < 0,

r(t− θ) + σwt, t ≥ 0.
(4)

We shall consider the problem of the earliest detection of θ (the disrup-
tion problem) for the Bayes formulation. Let the payoff is defined by

ρ = ρπ = inf{P (τ < θ) + cE[max(τ − θ, 0)]}, c > 0, (5)

where infimum is taken over the class of all stopping times τ ∈ Mξ (with
respect to the filtration =ξ

t = σ{ξs : s ≤ t}). The value P (τ < θ) is
naturally interpreted as probability of false alarm of disruption and the
value E[max(τ − θ, θ)] - as the average delay of detecting the occurrence
of disruption correctly, i.e. when τ ≥ θ. We say that the stopping time
τ∗π ∈Mξ is π-Bayes (Optimal stopping time) if its risk function

ρπ(τ∗π) = P (τ∗π < θ) + cE[max(τ∗π − θ, 0)] (6)

coincides with ρπ.
Proposition ([1], Theorem 4.10). The π-Bayes stopping time is

τ∗π = inf{t ≥ 0 : πt ≥ A∗},

where πt = P (θ ≤ t|=ξ
t ) and the threshold A∗ is a some unknown threshold.

The payoff %π is the unique solution of the following Stefan problem

λ(1− π)f
′
(π) +

r2

2σ2
[π(1− π)]2f

′′
(π) = −cπ, 0 ≤ π ≤ A∗,

f(π) = 1− π, A∗ ≤ π ≤ 1,

f
′
(A∗) = −1, f

′′
(0) = 0,

where f(π) is unknown function from the class of nonnegative convex up-
ward, twice continuously differentiable functions.

2 Main results

Now we assume that we have also the random variable η = η(ω) is given
such that θ, w, η are mutually independent and

P (η ≤ x) = 1− e−νx, (7)

where ν > 0 is the known constant constant.
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We shall consider the earliest detection problem of moment θ for the
Wiener process, when we have the following risk function

ρπ(τ) = cP (τ < θ) + ν

∫ ∞

0
P (θ ≤ τ ≤ θ + η)e−νηdη, c > 0. (8)

Let the payoff is defined by

ρ = sup
τ∈Mξ

ρ(τ). (9)

Lemma. Let the variables ρ(τ) and ρ are defined respectively by (8)and
(9). Then we have:

1) the payoff

ρ = ρ(π, ψ) = sup
τ∈Mπ,ψ

E[g(πτ , ψτ )], (10)

where
g(πt, ψt) = (1− πt)(c + λψt) (11)

and supremum is taken over the class of stopping times Mπ,ψ with respect
to the filtration =π,ψ

t = σ{(πs, ψs) : s ≤ t};
2) the process π = (πt) and ψ = (ψt), t ≥ 0, have the following stochas-

tic differentials

dπt = λ(1− πt)dt +
r

σ2
πt(1− πt)(dξt − rπtdt), (12)

dψt = [1 + (λ− ν)ψt]dt +
r

σ2
ψtdξt. (13)

Proof. 1) Let us consider the process πt = P (θ ≤ t|=ξ
t ) (=ξ

t = σ{ξs, s ≤
t}) and the following variables

u(t) = exp{t( r

2σ2
− λ) +

r

σ2
ξt}, (14)

ũ(t) = u(t)eνt, (15)

ψt =
∫ t

0
ũ(s)ds. (16)

We have
P (θ ≤ τ ≤ θ + η) = E[fη(τ − θ)], (17)

where the function

fη(t) =
{

1, 0 ≤ t ≤ η,
0, t ≥ η,
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and
P (τ < θ) = E[P (τ ≤ θ|=ξ

τ )] = E(1− πτ ). (18)

Therefore

ν

∫ ∞

0
P (θ ≤ τ ≤ θ + η)e−νηdη = E

∫ τ

0
e−ν(τ−s) · p(s|=ξ

τ )ds, (19)

where the conditional density

p(s|=ξ
t ) = λ(1− πt) · u(s)

u(t)
(20)

(see [1]).
Using the (17)-(20) we obtain (10).
2) By Theorem 4.9[1] we have (12) and by making use of notations

(14)-(16) we obtain (13).
Theorem. Let the payoff ρ is defined by (9). Then the function ρ =

ρ(π, ψ) is solution of the following Stefan problem

λ(1− πt)ρ
′
π + [1 + (λ− ν)ψ +

r2

σ2
πψ]ρ

′
π +

r2

σ2
[π(1− π)]2ρ

′′
ππ+

r2

σ2
ψ2ρ

′′
ψψ +

r2

σ2
π(1− π)ψρ

′′
πψ = λ(c + ρ), (21)

with boundary conditions

ρ(π, ψ)|A = (1− π)(c + λψ)|A,

ρ
′
π|A = −(c + λψ)|A,

ρ
′
ψ|A = λ(1− π)|A,

where A is some unknown threshold.
Proof. We shall note first, that

dπt = λ(1− πt)dt +
r

σ
πt(1− πt)dwt,

dψt = [1 + (λ− ν)ψt +
r2

σ2
πtψt]dt +

r

σ
ψtdwt,

where wt , t ≥ 0, is the innovation Wiener process (see [1]).
The process (π, ψ) = (πt, ψt), t ≥ 0, is a two dimensional standard

Markov process. Next, by Theorems 3.16[1], 5.7[2] and above given Lemma
we have in the domain of continuing observations Uρ(π, ψ) = Dρ(π, ψ),
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where U is the characteristic operator of the process (π, ψ) and D is the
differential operator with the coefficients:

E(dπ) = λ(1− π)dt, E[(dπ)2] =
r2

σ2
π2(1− π2),

E(dψ) = [1− (λ− ν)ψ +
r2

σ2
πψ]dt, E[(dψ)2]

r2

σ2
ψ2dt,

E(dπdψ) =
r2

σ2
π(1− π)ψdt.

Using this variables we obtain the proof of Theorem.
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