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Abstract. Sufficient conditions are established, guaranteeing controllability of the initial

two-stage system of ordinary differential equations if a sequence of the perturbed two-stage

systems is controllable, when the perturbations of right-hand side of system are small in the

integral sense.
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1. Formulation of main results

Let t01 < t02 < θ1 < θ2 < t11 < t12 be given numbers and Rn
x be the n-dimensional

vector space of points

x = (x1, ..., xn)T , |x|2 =
n∑

i=1

(xi)2,

where T means transpose; suppose that O ⊂ Rn
x and Y ⊂ Rm

y are open sets, U ⊂ Rp
u

and V ⊂ Rq
v are compact sets. Further, let Ef = Ef (I1 × O,Rn

x), be the space of
functions f(t, x) ∈ Rn

x defined on I1 ×O and satisfying the following conditions:
1.1. for any x ∈ O the function f(t, x) is measurable on I1 = [t01, θ2];
1.2. for any function f ∈ Ef and any compact set K ⊂ O there exist functions

mf,K(·), Lf,K(·) ∈ L1(I1, R+), R+ = [0,∞) such that for almost all t ∈ I1,

|f(t, x)| ≤ mf,K(t),∀x ∈ K

and
|f(t, x1)− f(t, x2)| ≤ Lf,K(t)|x1 − x2|,∀(x1, x2) ∈ K2.

Let Eu
f = Eu

f (I1×O,Rn
x) be the space of functions f(t, x, u) ∈ Rn

x defined on I1×O×U
and satisfying the following conditions:

1.3. for any (x, u) ∈ O × U the function f(t, x, u) is measurable on I1;
1.4. for any function f ∈ Eu

f and any compact set K ⊂ O there exist functions
mf,K(·), Lf,K(·) ∈ L1(I1, R+) such that for almost all t ∈ I1,

|f(t, x, u)| ≤ mf,K(t), ∀(x, u) ∈ K × U

and
|f(t, x1, u)− f(t, x2, u)| ≤ Lf,K(t)|x1 − x2|, ∀(x1, x2, u) ∈ K2 × U.

Analogously are defined the following spaces Eg = Eg(I2 × Y,Rm
y ) and E

v
g = Ev

g (I2 ×
Y × V,Rm

y ), where I2 = [θ1, t12].
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Let f0 ∈ Eu
f and g0 ∈ Ev

g be given functions and x0 ∈ O and y1 ∈ Y be given
points. By Ω and ∆ we denote sets of measurable functions u : I1 → U and v : I2 → V,
respectively.

To each element

w = (t0, θ, t1, u(·), v(·)) ∈ W = [t01, t02]× [θ1, θ2]× [t11, t12]× Ω×∆

we assign the two-stage system of differential equations{
ẋ = f0(t, x, u(t)), t ∈ [t0, θ],

ẏ = g0(t, y, v(t)), t ∈ [θ, t1]
(1.1)

with the initial condition
x(t0) = x0 (1.2)

and the intermediate condition at the switching moment θ

y(θ) = Q(θ, x(θ)). (1.3)

Here the function Q(t, x) ∈ Rm
y is continuous on [θ1, θ2]×O and continuously differen-

tiable with respect to x ∈ 0.
Definition 1.1. Let w = (t0, θ, t1, u(·), v(·)) ∈ W . The pair of functions Φ(w) =

{x(t) = x(t;w) ∈ O, t ∈ [t0, θ]; y(t) = y(t;w) ∈ Y, t ∈ [θ, t1]} is called solution corre-
sponding to the element w, if the conditions (1.2) and (1.3) are fulfilled. Moreover, the
function x(t) is absolutely continuous and satisfies the first equation of (1.1) almost
everywhere (a.e.) on [t0, θ]; the function y(t) is absolutely continuous and satisfies the
second equation of (1.1) a.e. on [θ, t1].

Definition 1.2. The element w ∈ W is admissible if for corresponding solution
Φ(w) the condition

y(t1) = y1 (1.4)

holds.

The set of admissible elements is denoted by W0.
Definition 1.3. The system (1.1) is called controllable with the conditions (1.2)-

(1.4), if W0 ̸= ∅.
To formulate the main results we introduce the following notation: let C > 0, N > 0
and K ⊂ O,M ⊂ Y be given numbers and compact sets,

FK,C =
{
f ∈ Ef :

∫
I1

[mf,K(t) + Lf,K(t)]dt ≤ C
}
,

VK,δ =
{
f ∈ FK,C :

∣∣∣ ∫ s2

s1

f(t, x)dt
∣∣∣ ≤ δ, ∀s1, s2 ∈ I1, x ∈ K

}
, δ > 0;

GM,N =
{
g ∈ Eg :

∫
I2

[mg,M(t) + Lg,M(t)]dt ≤ N
}
,
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HM,δ =
{
g ∈ GM,N :

∣∣∣ ∫ s2

s1

g(t, y)dt
∣∣∣ ≤ δ,∀s1, s2 ∈ I2, y ∈M

}
;

F u
K,C =

{
f ∈ Eu

f :

∫
I1

[mf,K(t) + Lf,K(t)]dt ≤ C
}
,

V u
K,δ =

{
f ∈ F u

K,C :

∫
I1

sup
(x,u)∈K×U

|f(t, x, u)|dt ≤ δ
}
,

Gv
M,N =

{
g ∈ Ev

g :

∫
I2

[mg,M(t) + Lg,M(t)]dt ≤ N
}
,

Hv
M,δ =

{
g ∈ Gv

M,N :

∫
I2

sup
(y,v)∈M×V

|g(t, y, v)|dt ≤ δ
}
;

By1,ε =
{
y ∈ Y :∥ y1 − y ∥≤ ε

}
, ε > 0.

Theorem 1.1. Let the system (1.1) be controllable i.e. there exists
w0 = (t00, θ0, t10, u0(·), v0(·)) ∈ W0. Then for arbitrary ε > 0 there exists a number
δ = δ(ε) > 0 such that for any f ∈ VK01,δ and g ∈ HM01,δ the perturbed two-stage
system {

ẋ(t) = f0(t, x, u(t)) + f(t, x), t ∈ [t0, θ],

ẏ(t) = g0(t, y, v(t)) + g(t, y), t ∈ [θ, t1]
(1.5)

with the conditions

x(t0) = x0, y(θ) = Q(θ, x(θ)), y(t1) ∈ By1,ε (1.6)

is controllable. Here K01 ⊂ O and M01 ⊂ Y are compact sets, containing some neigh-
borhoods of K0 = {x(t;w0) : t ∈ [t00, θ0]} and M0 = {y(t;w0) : t ∈ [θ0, t10]}, respec-
tively.

Theorem 1.2. Let the system (1.1) be controllable. Then for arbitrary ε > 0 there
exists a number δ = δ(ε) > 0 such that for any f ∈ V u

K01,δ
and g ∈ Hv

M01,δ
the perturbed

two-stage system {
ẋ(t) = f0(t, x, u(t)) + f(t, x, u(t)), t ∈ [t0, θ],

ẏ(t) = g0(t, y, v(t)) + g(t, y, v(t)), t ∈ [θ, t1]

with the conditions (1.6) is controllable.
Definition 1.4. The pair of functions Φ̂(w) = {x̂(t) = x̂(t;w) ∈ O, t ∈ I1; ŷ(t) =

ŷ(t;w) ∈ Y, t ∈ I2} is called a continuation of the solution Φ(w), if x̂(t) on the interval
I1 is a continuation of the solution x(t), t ∈ [t0, θ] and ŷ(t) on the interval I2 is a
continuation of the solution y(t), t ∈ [θ, t1] (see Definition 1.1).

Theorem 1.3. Let the following conditions hold:
1.5. for any w ∈ W there exists the continuation solution Φ̂(w) ; moreover, there

exist compact sets K1 ⊂ O and M1 ⊂ Y such that, for any w ∈ W

x̂(t;w) ∈ K1, t ∈ I1 and ŷ(t;w) ∈M1, t ∈ I2;
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1.6. the sets

f0(t, x, U) = {f0(t, x, u) : u ∈ U} for any fixed (t, x) ∈ I1 ×O

and
g0(s, y, V ) = {g0(t, x, v) : v ∈ V } for any fixed (s, y) ∈ I2 × Y

are convex;
1.7. there exist sequences {εi} → 0, {δi} → 0, {fi ∈ VK11,δi} and {gi ∈ HM11,δi} such

that for any i = 1, 2, ... the perturbed system{
ẋ(t) = f0(t, x, u(t)) + fi(t, x), t ∈ [t0, θ],

ẏ(t) = g0(t, y, v(t)) + gi(t, y), t ∈ [θ, t1]

with the conditions

x(t0) = x0, y(θ) = Q(θ, x(θ)), y(t1) ∈ By1,εi (1.7)

is controllable i.e. there exists admissible element wi = (t0i, θi, t1i, ui, vi).
Then the system (1.1) is controllable with the conditions (1.2)-(1.4). Here K11 ⊂ O and
M11 ⊂ Y are compact sets, containing some neighborhoods of K1 and M1, respectively.

Theorem 1.4. Let the conditions 1.5, 1.6 hold and let there exist sequences
{εi} → 0, {δi} → 0, {fi ∈ V u

K11,δi
} and {gi ∈ Hv

M11,δi
} such that for any i = 1, 2, ... the

perturbed system {
ẋ(t) = f0(t, x, u(t)) + fi(t, x, u(t)), t ∈ [t0, θ],

ẏ(t) = g0(t, y, v(t)) + gi(t, y, v(t)), t ∈ [θ, t1]

with the conditions (1.7) is controllable. Then system (1.1) is controllable with condi-
tions (1.2)-(1.4).

Finally, we note that Theorems, analogous to Theorems 1.1-1.4 are given in [1] for
ordinary and delay differential equations. Optimal control problems for various classes
of the two-stage and multi-stage systems are investigated in [2-17].

2. Auxiliary assertions

Theorem 2.1([1], p.101; [18], p.108). Let w̃ = (t̃0, θ̃, t̃1, ũ(·), ṽ(·)) ∈ W be a
given element and let Φ(w̃) be the corresponding solution. For arbitrary ε > 0 there
exists a number δ = δ(ε) > 0 such that for any f ∈ VK̃1,δ

and g ∈ HM̃1,δ
the perturbed

two-stage system {
ẋ(t) = f0(t, x, ũ(t)) + f(t, x), t ∈ [t̃0, θ̃],

ẏ(t) = g0(t, y, ṽ(t)) + g(t, y), t ∈ [θ̃, t̃1]

with the conditions
x(t̃0) = x0, y(θ̃) = Q(θ̃, x(θ̃))

has the solution

Φ(w̃; f, g) = {x(t; w̃, f, g) ∈ K̃1, t ∈ [t̃0, θ̃]; y(t; w̃, f, g) ∈ M̃1, t ∈ [θ̃, t̃1]}
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and the following inequalities

|x(t; w̃)− x(t; w̃, f, g)| ≤ ε, t ∈ [t̃0, θ̃]; |y(t; w̃)− y(t; w̃, f, g)| ≤ ε, t ∈ [θ̃, t̃1]

hold.Here K̃1 ⊂ O and M̃1 ⊂ Y are compact sets, containing some neighborhoods of
{x(t; w̃) : t ∈ [t̃0, θ̃]} and {y(t; w̃) : t ∈ [θ̃, t̃1]}, respectively.

Theorem 2.2([1], p.101; [18], p.108). Let the condition 1.5 hold. Then for
arbitrary ε > 0 there exists a number δ = δ(ε) > 0 such that for any w ∈ W, f ∈ VK11,δ

and g ∈ HM11,δ the perturbed two-stage system{
ẋ(t) = f0(t, x, u(t)) + f(t, x), t ∈ [t0, θ],

ẏ(t) = g0(t, y, v(t)) + g(t, y), t ∈ [θ, t1]

with the conditions
x(t0) = x0, y(θ) = Q(θ, x(θ))

has the solution

Φ̂(w; f, g) = {x̂(t;w, f, g) ∈ K11, t ∈ I1; ŷ(t;w, f, g) ∈M11, t ∈ I2}

and the following inequalities

|x̂(t;w)− x̂(t;w, f, g)| ≤ ε, t ∈ I1; |ŷ(t;w)− ŷ(t;w, f, g)| ≤ ε, t ∈ I2

hold.
Lemma 2.1 ([19], p.86). Let x(t) ∈ O, t ∈ I1 be a continuous function and let a

sequence {fi ∈ VK,C} satisfy the condition

lim
i→∞

sup
{∣∣∣ ∫ s2

s1

fi(t, x)dt
∣∣∣ : s1, s2 ∈ I1, x ∈ K

}
= 0.

Then

lim
i→∞

sup
{∣∣∣ ∫ s2

s1

fi(t, x(t))dt
∣∣∣ : s1, s2 ∈ I1

}
= 0.

Here K ⊂ O is a compact set containing some neighborhood of K.
Let p(t, u) ∈ Rn

x be a given function, defined on I1 ×U and satisfying the following
conditions: for almost all t ∈ I1 the function p(t, ·) → Rn

x is continuous; for each u ∈ U
the function p(·, u) : I1 → Rn

x is measurable.
Theorem 2.3([20], p.257). Let the set

P (t) = {p(t, u) : u ∈ U}

be convex and

pi(·) ∈ L1(I1, R
n
x); pi(t) ∈ P (t) a.e. on I1, i = 1, 2, ....

moreover,
lim
i→∞

pi(t) = p(t) weakly on I1.
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Then
p(t) ∈ P (t) a.e. on I1

and there exists a measurable function u(t) ∈ U, t ∈ I1 such that

p(t, u(t)) = p(t) a.e. on I1.

3. Proof of Theorem 1.1

Let ε0 > 0 be so small that

Kε0 = {x ∈ Rn
x : ∃x̂ ∈ K0, |x− x̂| ≤ ε0} ⊂ intK01

and
Mε0 = {y ∈ Rm

y : ∃ŷ ∈M0, |y − ŷ| ≤ ε0} ⊂ intM01.

According to Theorem 2.1 for any ε ∈ (0, ε0] there exists a number δ = δ(ε) > 0 such
that for any f ∈ VK01,δ and g ∈ HM01,δ the perturbed two-stage system{

ẋ(t) = f0(t, x, u0(t)) + f(t, x), t ∈ [t00, θ0],

ẏ(t) = g0(t, y, v0(t)) + g(t, y), t ∈ [θ0, t10]

with the conditions
x(t00) = x0, y(θ0) = Q(θ0, x(θ0))

has the solution

Φ(w0; f, g) = {x(t;w0, f, g), t ∈ [t00, θ0]; y(t;w0, f, g), t ∈ [θ0, t10]}

and the following inequalities

|x(t;w0)− x(t;w0, f, g)| ≤ ε, t ∈ [t00, θ0]; |y(t;w0)− y(t;w0, f, g)| ≤ ε, t ∈ [θ0, t10]

hold.
Consequently, the element w0 is admissible for system (1.5) with conditions (1.6)

for any f ∈ VK01,δ and g ∈ HM01,δ.
Remark 2.1. Theorem 1.2 is a simply corollary of Theorem 1.1, since for any

u(·) ∈ Ω and v(·) ∈ ∆ we have

sup
{∣∣∣ ∫ s2

s1

f(t, x, u(t))dt
∣∣∣ : s1, s2 ∈ I1, x ∈ K

}
≤
∫
I1

sup
(x,u)∈K×U

|f(t, x, u)|dt,

sup
{∣∣∣ ∫ s2

s1

g(t, y, v(t))dt
∣∣∣ : s1, s2 ∈ I2, y ∈M

}
≤
∫
I2

sup
(y,v)∈M×V

|g(t, y, v)|dt.

4. Proof of Theorem 1.3

Let ε0 > 0 be so small that

K1,ε0 = {x ∈ Rn
x : ∃x̂ ∈ K1, |x− x̂| ≤ ε0} ⊂ intK11
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and
M1,ε0 = {y ∈ Rm

y : ∃ŷ ∈M1, |y − ŷ| ≤ ε0} ⊂ intM11.

It is clear that there exists a subsequence {εi1} ⊂ {ε1, ε2, ...} such that εi1 ∈ (0, ε0], i =
1, 2, .... On the basis of Theorem 2.2 for each εi1 there exists δi1 ∈ {δ1, δ2, ...} such that
for wi1 = (t0i1 , θi1 , t1,i1 , ui1 , vi1), fi1 and gi1 we have

|x(t;wi1)− x(t;wi1 , fi1 , gi1)| ≤ εi1 , t ∈ I1 (4.1)

and
|y(t;wi1)− y(t;wi1 , fi1 , gi1)| ≤ εi1 , t ∈ I2. (4.2)

Thus,
x(t;wi1 , fi1 , gi1) ∈ K1,ε0 , t ∈ I1

and
y(t;wi1 , fi1 , gi1) ∈M1,ε0 , t ∈ I2.

The sequences {x(t;wi1)} and {y(t;wi1)} are uniformly bounded and equicontinuous,
since

x(t;wi1) ∈ K1, t ∈ I1; y(t;wi1) ∈M1, t ∈ I2

and
|ẋ(t;wi1)| ≤ |f0(t, x(t;wi1), ui1(t))| ≤ mK1(t) = mf0,K1(t), t ∈ I1,

|ẏ(t;wi1)| ≤ |g0(t, y(t;wi1), vi1(t))| ≤ mM1(t) = mg0,M1(t), t ∈ I2.

By the Arzela-Ascoli lemma from sequences {x(t;wi1)} and {y(t;wi1)} we can extract
uniformly convergent subsequences. Without loss of generality, we assume that

lim
i→∞

x(t;wi1) = x0(t) uniformly in I1, (4.3)

lim
i→∞

y(t;wi1) = y0(t) uniformly in I2; (4.4)

lim
i→∞

t0i1 = t00, lim
i→∞

θi1 = θ0, lim
i→∞

t1i1 = t10.

On the basis of (4.1)-(4.4) we obtain

lim
i→∞

xi1(t) = x0(t) uniformly in I1, lim
i→∞

yi1(t) = y0(t) uniformly in I2,

where
xi1(t) = x(t;wi1 , fi1 , gi1), yi1(t) = y(t;wi1 , gi1), yi1).

Obviously,
xi1(t0i1) = x0, yi1(θi1) = Q(θi1 , xi1(θi1)), yi1(ti1) ∈ By1,εi1

,

therefore
x0(t00) = x0, y0(θ0) = Q(θ0, x0(θ0)), y0(t10) = y1. (4.5)

Further,

xi1(t) = x0 +

∫ t

t0i1

[f0(s, xi1(s), ui1(s)) + fi1(s, xi1(s))]ds = x0 +

∫ t

t0i1

pi(s)ds+ αi(t)
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+βi(t) + γi(t), (4.6)

where

pi(s) = f0(s, x0(s), ui1(s)), αi(t) =

∫ t

t0i1

fi1(s, x0(s))ds,

βi(t) =

∫ t

t0i1

[f0(s, xi1(s), ui1(s))− pi(s)]ds, γi(t) =

∫ t

t0i1

[fi1(s, xi1(s))− fi1(s, x0(s))]ds.

It is not difficult to see that

|pi(s)| ≤ mKi1
(t), i = 1, 2, ..., |αi(t)| ≤ sup

{∣∣∣ ∫ s2

s1

fi1(t, x0(t))dt
∣∣∣ : s1, s2 ∈ I1

}
,

|βi(t)| ≤ max
t∈I1

∣∣∣xi1(t)− x0(t)
∣∣∣ ∫

I1

LK11(s)ds,

|γi(t)| ≤ max
t∈I1

∣∣∣xi1(t)− x0(t)
∣∣∣ ∫

I1

Lfi1 ,K11(s)ds ≤ C
∣∣∣xi1(t)− x0(t)

∣∣∣.
Without loss of generality,we assume that

lim
i→∞

pi(s) = p(s) weakly on I1

([20], p.239). Moreover, we have

lim
i→∞

αi(t) = 0, lim
i→∞

βi(t) = 0, lim
i→∞

γi(t) = 0

(see Lemma 2.1, 4.3 and 4.4). From (4.6) it follows

x0(t) = x0 +

∫ t

t00

p(s)ds, t ∈ [t00, θ0].

Obviously,
pi(s) ∈ P (s) = fi1(s, x0(s), U), s ∈ I1.

From Theorem 2.3 follow the inclusion p(s) ∈ P (s) and existence of such a function
u0(·) ∈ Ω that

p(s) = f0(s, x0(s), u0(s)), a.e. on I1.

Thus,

x0(t) = x0 +

∫ t

t00

f0(s, x0(s), u0(s))ds, t ∈ [t00, θ0].

In a similar way, taking into account convexity of the set g0(t, y, V ), one can prove

y0(t) = Q(θ0, x0(θ0)) +

∫ t

θ0

g0(s, y0(s), v0(s))ds, t ∈ [θ0, t10], v0(·) ∈ ∆.

Consequently, the element w0 = (t00, θ0, t10, u0(·), v0(·)) is admissible (see (4.5)).
Remark 4.1. Theorem 1.4 is proved analogously to Theorem 1.3.
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