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ON THE ACCURACY OF THE METHOD OF SOLUTION OF A BOUNDARY
VALUE PROBLEM FOR A TWO-DIMENSIONAL KIRCHHOFF EQUATION
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Abstract. The error of the method of solution of a nonlinear integro-differential equation
describing the static state of a two-dimensional body is studied.
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1. Statement of the Problem

Let us consider the following boundary value problem

ϕ

( ∫

Ω

(
w2

x + w2
y

)
dx dy

)
(wxx + wyy) = f(x, y), (1)

(x, y) ∈ Ω,

w(x, y)
∣∣
∂Ω

= 0, (2)

where Ω = {(x, y) | 0 < x < π, 0 < y < π}, ∂Ω is the boundary of the domain Ω,
ϕ = ϕ(z), f = f(x, y) are the given functions and w = w(x, y) is the function we want
to define. It is assumed that ϕ(z), 0 ≤ z < ∞, is a continuously differentiable function
that satisfies the condition

ϕ(z) > α > 0, 0 ≤ z < ∞. (3)

Equation (1) describes the static state of a two-dimensional body. When ϕ(z) is a
linear function, equation (1) is obtained by truncating the time argument t in a two-
dimensional oscillation equation based on Kirchhoff’s theory [1]. The introduction of
the function ϕ(z) makes it possible not to restrict the consideration to Hooke’s law in
the stress-strained relation [2].

2. Method of solution

To find w(x, y) we will use M. Chipot’s approach [3], [4]. The function w(x, y) is
written in the form

w(x, y) = λv(x, y), (4)

where λ and v = v(x, y) are respectively the parameter and the function to be found.
Substituting (4) into (1) we obtain

λϕ

(
λ2

∫

Ω

(v2
x + v2

y) dx dy

)
(vxx + vyy) = f(x, y). (5)
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Without loss of generality, equation (5) is replaced by the system of equations

vxx + vyy = f(x, y),

λϕ

(
λ2

∫

Ω

(v2
x + v2

y) dx dy

)
= 1.

As seen from (2) and (4), the function v(x, y) vanishes on the boundary. Therefore
for this function we have the boundary value problem

vxx + vyy = f(x, y), (6)

v
∣∣
∂Ω

= 0, (7)

while the parameter λ > 0 is defined as a solution of the equation

λϕ(sλ2) = 1, (8)

where

s =

∫

Ω

(v2
x + v2

y) dx dy > 0. (9)

3. Errors of the method and their estimates

Suppose that the function f(x, y) can be represented as a series

f(x, y) =
∞∑
i=1

∞∑
j=1

fij sin ix sin jy (10)

for the coefficients of which the inequality

f 2
ij ≤

ω

ipjq
, i, j = 1, 2, . . . , (11)

ω > 0, p > 0, 5, q > 0, 5,

is fulfilled.
Let us expand the solution of problem (6), (7) into the series

v(x, y) =
∞∑
i=1

∞∑
j=1

vij sin ix sin jy. (12)

Using (6), (10) and (12) we have

vij = − fij

i2 + j2
, (13)

i = 1, 2, . . . , j = 1, 2, . . . .

The substitution of (12) and (13) into (9) gives

s =
π2

4

∞∑
i=1

∞∑
j=1

f 2
ij

i2 + j2
. (14)
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It is natural to assume that when using (12) and (14) we restrict our consideration
to a finite number of summands. For the sake of simplicity we assume that in both
formulas the operation of summation over i and 1 is carried out from 1 to n. As a
result, instead of v(x, y) and s we obtain their approximations

vn(x, y) =
n∑

i=1

n∑
j=1

vij sin ix sin jy (15)

and

sn =
π2

4

n∑
i=1

n∑
j=1

f 2
ij

i2 + j2
, sn ≥ 0. (16)

The solution of equation (8), where s is replaced by sn, will not any longer be λ, but
some value λn > 0.

Furthermore, since in general it is impossible to solve the nonlinear equation
λϕ(snλ

2) = 1 exactly, we will have to use some iteration method giving an iteration
approximation λn,k where k is the number of an iteration step, k = 0, 1, . . . . Therefore
instead of the exact solution w(x, y) = λv(x, y) of problem (1), (2) obtained by virtue
of (4) we have

wn,k(x, y) = λn,kvn(x, y). (17)

Let us estimate the method error wn,k(x, y)− w(x, y) by using the values one part
of which are obtained by the application of the method, while the other part can be
calculated by means of the initial data of the problem.

Denote by ‖ · ‖ the norm in the space of functions L2(0, π; 0, π).
Since by (4) and (17) we have ‖wn,k(x, y) − w(x, y)‖ ≤ |λn,k − λ| ‖vn(x, y)‖ +

|λ| ‖vn(x, y)− v(x, y)‖ and, in addition to this, |λn,k − λ| ≤ |λn,k − λn| + |λn − λ|, for
the method error we obtain an estimate

‖wn,k(x, y)− w(x, y)‖ ≤ (|λn − λ|+ |λn,k − λn) (‖vn(x, y)‖+ ‖∆vn(x, y)‖)
+ |λn,k| ‖∆vn(x, y)‖, (18)

where
∆vn(x, y) = vn(x, y)− v(x, y). (19)

Let us consider formula (18). Its right-hand side contains the values ‖vn(x, y)‖ and
|λn,k| which can be calculated by the application of the method described here. As to
the values |λn − λ|, |λn,k − λn| and ‖∆vn(x, y)‖, we will discuss how to estimate them
below.

a. estimation of |λn − λ|. Let us find out how the replacement of the parameter s
by sn affects the solution of equation (8). We rewrite this equation as

λ =
1

ϕ(sλ2)
(20)
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and apply the Taylor formula. As a result we have

|λn − λ| ≤ M1

m2
0

max 2(λn, λ)|sn − s|, (21)

m0 = min
z
|ϕ(z)|, M1 = max

z
|ϕ′(z)|,

0 ≤ z ≤ max(sn, s) max 2(λn, λ).

Let replace (21) by an expression that enables us to estimate |λn − λ| by means of
the values we have calculated. Using (20) and (3) we write the sought inequality in
the form

|λn − λ| ≤ M1

α2m2
0

∆sn, (22)

m0 = min
z
|ϕ(z)|, M1 = max

z
|ϕ′(z)|, 0 ≤ z ≤ 1

α2
(sn + ∆sn).

In (22) ∆sn > 0 stands for the upper boundary of the error |sn − s| which is obtained
by replacing formula (14) by the sum from (16). Let us calculate this value. Since

|sn − s| = π2

4

( n∑
i=1

∞∑
j=n+1

f 2
ij

i2 + j2
+

∞∑
i=n+1

∞∑
j=1

f 2
ij

i2 + j2

)
,

by applying the Cauchy–Bunyakovski inequality, the integral test of series convergence
and relations (10), (11) we have

∆sn ≤ π2

4

(
ρ1Φ1 + ρ2Φ2

)
. (23)

Here and further

ρ2l−1 =

( ∫ ∞

n

(1 + x2)−2l dx +

∫ ∞

n

∫ n

1

(x2 + y2)−2l dx dy

) 1
2

,

ρ2l =

( ∫ ∞

n

(1 + x2)−2l dx +

∫ ∞

1

∫ ∞

n

(x2 + y2)−2l dx dy

) 1
2

, l = 1, 2

Φ1 = ω

( ∫ ∞

n

x−2q dx +

∫ ∞

n

∫ n

1

x−2py−2q dx dy

) 1
2

,

Φ2 = ω

( ∫ ∞

n

x−2p dx +

∫ ∞

1

∫ ∞

n

x−2py−2q dx dy

) 1
2

.

(24)

Using the formulas for integrals of functions with respect to the argument z, which

contain a2 + z2 and arctg
z

a
(see [5]), we write

∫
1

(1 + x2)2
dx =

x

2(1 + x2)
+

1

2
arctg x,

∫∫
1

(x2 + y2)2
dx dy

= −1

8

[
2

1

xy
+

(
1

x2
+ 3

1

y2

)
arctg

x

y
+

(
3

1

x2
+

1

y2

)
arctg

y

x

]
.

(25)
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By virtue of (24) and (25), in (23) we use the following relations

ρl =
1

4

(
7π + (2l − 1)

1

n2
π − 4

(
1

n
− (2− l)

1

n2

)
− 8

n

1 + n2

−2

(
7 +

1

n2

)
arctg n− 2

(
1 + 3

1

n2

)
arctg

1

n

) 1
2

, l = 1, 2,

Φ1 = ω

(
1

(2q − 1)n2q−1
+

1

(2p− 1)(2q − 1)

(
1− 1

n2p−1

)
1

n2q−1

) 1
2

,

Φ2 = ω

(
1

(2p− 1)n2p−1
+

1

(2p− 1)(2q − 1)

1

n2p−1

) 1
2

.

(26)

b. estimation of |λn,k−λn|. Let us consider one of the simple methods of construct-
ing iteration approximations λn,k and estimate the corresponding error [7]. Thus we
solve the equation

λϕ(snλ2) = 1 (27)

whose exact solution is λn. Squaring equality (27) and multiplying by sn, for µ = snλ
2

we come to an equation of the form

g(µ) = 0, (28)

where g(µ) = µϕ2(µ) − sn. As follows from (3), the function g(µ) changes its sign

at the ends of the interval
[
0,

sn

a2

]
, which implies that equation (28) has a solution

on this interval. We apply the bisection method to (28) and construct a sequence of
embedded into each other intervals [a0, b0] ⊃ [a1, b1] ⊃ · · · ⊃ [ak, bk] ⊃ · · · such that

g(ak)g(bk) ≤ 0, bk − ak =
1

2k
(b0 − a0), k = 0, 1, . . . , a0 = 0, b0 =

sn

a2
. The sequence

(ak), k = 0, 1, . . . , will tend to a solution of (28). Taking into account the relationship

between λ and µ, we conclude that lim
k→∞

λn,k = λn where λn,k =

(
ak

sn

) 1
2

. The rate of

convergence is characterized by the relation

|λn,k − λn| ≤
(

ak

sn

+
1

2kα2

) 1
2

−
(

ak

sn

) 1
2

.

c. estimation of ‖∆vn(x, y)‖. By virtue of (19), (15), (12) and (13)

‖∆vn(x, y)‖≤ π

2

[( n∑
i=1

∞∑
j=n+1

f 2
ij

(i2+j2)2

) 1
2

+

( ∞∑
i=n+1

∞∑
j=1

f 2
ij

(i2+j2)2

) 1
2
]
.

As above, applying the Cauchy–Bunyakovski inequality, the integral test of series con-
vergence and inequality (11), we obtain

‖∆vn(x, y)‖ ≤ π

2

[
(ρ3Φ1)

1
2 + (ρ4Φ2)

1
2

]
, (29)



112 Peradze J.

while for l = 1, 2 the definition of ρ2+l is given in (24) and that of Φl and its value can
be found in (24) and (26).

Again using some formulas from [5], we get the relations

∫
1

(1 + x2)4
dx =

x

6(1 + x2)3
+

5x

24(1 + x2)2
+

5x

16(1 + x2)
+

5

16
arctg x,

∫∫
1

(x2 + y2)4
dx dy = − 1

16

[
− 5

18

1

x3y3
+

1

2

1

xy

(
1

x4
+

1

y4

)

+
1

3

1

x2 + y2

(
y

x5
+

x

y5

)
+

1

3

1

(x2 + y2)2

(
y

x3
+

x

y3

)

+
5

12

(
1

x6
+ 3

1

y6

)
arctg

x

y
+

5

12

(
3

1

x6
+

1

y6

)
arctg

y

x

]

enabling us to conclude that in (29)

ρl =
1

4
√

3

(
75

8
π − 8n

1

(1 + n2)3
−

(
11n +

1

n3

)
1

(1 + n2)2
−

(
16n +

1

n5

)
1

1 + n2

+

(
(4− l)

11

3
+ (2l − 5)

5

8
π

)
1

n6
+

5

6

1

n3
− 3

2

(
1 +

1

n4

)
1

n

−5

4

(
15 +

1

n6

)
arctg n− 15

4

(
1

3
+

1

n6

)
arctg

1

n

) 1
2

, l = 3, 4.

The problem of the accuracy of a solution of a one-dimensional Kirchhoff static
equation is considered in [6]-[8].
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