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Abstract. Necessary optimality conditions are obtained for initial data of linear

with respect to prehistory of the phase velocity (quasi-linear) neutral functional-

differential equation. Here initial data implies the collection of initial moment

and vector, delay function entering in the phase coordinates and initial function.

In this paper, the essential novelty are optimality conditions of the initial moment

and delay function. Discontinuity of the initial condition means that the values

of the initial function and the trajectory, in general, do not coincide at the initial

moment.
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Let I = [a, b] be a finite interval and let Rn be the n-dimensional vec-
tor space of points x = (x1, ..., xn)T , where T is the sign of transposition.
Suppose that O ⊂ Rn is an open set and X0 ⊂ O is a convex set. Let the
function f(t, x, y) = (f 1(t, x, y), ..., fn(t, x, y))T be defined on I×O2 and sat-
isfy the following conditions: for almost all fixed t ∈ I the function f(t, x, y)
is continuously differentiable with respect to (x, y) ∈ O2; for any fixed
(x, y) ∈ O2 the functions f(t, x, y), fx(t, x, y), fy(t, x, y) are measurable on
I; for any compact set K ⊂ O there exists a function mK(t) ∈ L(I, [0,∞))
such that

|f(t, x, y)|+ |fx(t, x, y)|+ |fy(t, x, y)| ≤ mK(t)

for all (x, y) ∈ K2 and for almost all t ∈ I.
Further, let D be the set of continuously differentiable scalar functions

(delay functions) τ(t), t ∈ [a,∞), satisfying the conditions:

τ(t) ≤ t, M > τ̇(t) > 0, inf{τ(a) : τ(t) ∈ D} := τ̂ > −∞,

sup{τ−1(b) : τ(t) ∈ D} < +∞,

where M > 0 is a given number and τ−1(t) is the inverse function of τ(t).
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Let Φ be the set of continuously differentiable initial functions φ(t) ∈
X1, t ∈ [τ̂ , b], where X1 ⊂ O is a convex set.

Let t01, t02 ∈ (a, b) be given numbers with t01 < t02 and let the scalar
functions qi(t0, x0, x), i = 0, ..., l be continuously differentiable with respect
to all arguments t0 ∈ I, x0 ∈ X0 and x ∈ O.

The collection of initial moment t0 ∈ [t01, t02] and vector x0 ∈ X0, delay
function τ(t) ∈ D and initial function φ(t) ∈ Φ is said to be initial data
and will be denoted by w = (t0, x0, τ(t), φ(t)).

To each initial data

w = (t0, x0, τ(t), φ(t)) ∈ W = [t01, t02]×X0 ×D × Φ

we assign the quasi-linear neutral functional-differential equation

ẋ(t) = A(t)ẋ(σ(t)) + f(t, x(t), x(τ(t))), t ∈ [t0, t1], (1)

with the initial condition

x(t) = φ(t), t ∈ [τ̂ , t0), x(t0) = x0, (2)

where A(t) is a given continuous matrix function with dimension n×n; t1 ∈
(t01, b) is a fixed finally moment, σ(t) ∈ D is a fixed delay function.The con-
dition (2) is said to be the discontinuous initial condition since, in general,
φ(t0) ̸= x(t0).

Definition 1. Let w = (t0, x0, τ(t), φ(t)) ∈ W . A function x(t) =
x(t;w) ∈ O, t ∈ [τ̂ , t1], is called the solution of equation (1) with the discon-
tinuous initial condition (2) or the solution corresponding to the element
w, if x(t) satisfies condition (2) and is absolutely continuous on the interval
[t0, t1] and satisfies equation (1) almost everywhere on [t0, t1].

Definition 2. An initial data w = (t0, x0, τ(t), φ(t)) ∈ W is said to
be admissible if the corresponding solution x(t) = x(t;w) is defined on the
interval [τ̂ , t1] and the following conditions hold

qi(t0, x0, x(t1)) = 0, i = 1, ..., l.

The set of admissible initial data will be denoted by W0.
Definition 3. An initial data w0 = (t00, x00, τ0(t), φ0(t)) ∈ W0 is said

to be optimal if for any w = (t0, x0, τ(t), φ(t)) ∈ W0 we have

q0(t00, x00, x0(t1)) ≤ q0(t0, x0, x(t1)),

where x0(t) = x(t;w0), x(t) = x(t;w).
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The initial data optimization problem consists in finding an optimal ini-
tial data w0.

Theorem 1. Let w0 ∈ W0 be an optimal initial data and t00 ∈ [t01, t02).
Let the following conditions hold:
a) γ0(t00) < t1, where γ0(t) is the inverse function of τ0(t) and

t00, γ0(t00) ̸= {σ(t1), σ(σ(t1)), ...};

b) for each compact set K ⊂ O there exists a number mK > 0 such that

|f(z)| ≤ mK , ∀z = (t, x, y) ∈ I ×K2;

c) there exist the limits

lim
z→z0

f(z) = f+
0 , z ∈ [t00, γ0(t00))×O2,

lim
(z1,z2)→(z10,z20)

[f(z1)− f(z2)] = f+
01, zi ∈ [γ0(t00), t1)×O2, i = 1, 2,

where

z0 = (t00, x00, φ0(τ0(t00)), z10 = (γ0(t00), x0(γ0(t00)), x00),

z20 = (γ0(t00), x0(γ0(t00)), φ0(t00)).

Then there exist a vector π = (π0, ..., πl) ̸= 0, π0 ≤ 0 and a solution
(χ(t), ψ(t)) of the system

χ̇(t) = −ψ(t)fx[t]− ψ(γ0(t))fy[γ0(t)]γ̇0(t),

ψ(t) = χ(t) + ψ(ρ(t))A(ρ(t))ρ̇(t), t ∈ [t00, t1],

χ(t) = ψ(t) = 0, t > t1

such that the conditions listed below hold:
1.1. the condition for χ(t) and ψ(t)

χ(t1) = ψ(t1) = πQ0x,

where

Q = (q0, ..., ql)T , Q0x = Qx(t00, x00, x0(t1));

1.2. the condition for the optimal initial moment t00
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πQ0t0 + (ψ(t00)− χ(t00))φ̇0(t00)− ψ(t00)
(
A(t00)φ̇0(t00) + f+

0

)
−ψ(γ0(t00))f+

01γ̇(t00) ≤ 0;

1.3. the condition for the optimal initial vector x00

πQ0x0 + ψ(t00) = 0;

1.4. the condition for the optimal delay function τ0(t)

ψ(γ0(t00))f
+
01τ0(t00) +

∫ t1

t00

ψ(t)fy[t]ẋ0(τ0(t))τ0(t)dt

= max
τ(t)∈D

[
ψ(γ0(t00))f

+
01τ(t00) +

∫ t1

t00

ψ(t)fy[t]ẋ0(τ0(t))τ(t)dt
]
;

1.5. the condition for the optimal initial function φ0(t)

∫ t00

τ0(t00)

ψ(γ0(t))fy[γ0(t)]γ̇0(t)φ0(t)dt+

∫ t00

σ(t00)

ψ(ρ(t))A(ρ(t))ρ̇(t)φ̇0(t)dt

= max
φ(t)∈Φ

[ ∫ t00

τ0(t00)

ψ(γ0(t))fy[γ0(t)]γ̇0(t)φ(t)dt+

∫ t00

σ(t00)

ψ(ρ(t))A(ρ(t))ρ̇(t)φ̇(t)dt
]
;

Here

fx[t] = fx(t, x0(t), x0(τ0(t))),

and ρ(t) is the inverse function of σ(t).

Some comments

The essential innovation in this work is necessary optimality condition
for delay function.

Let f(t, x, y) be a continuous function. Then instead of inequality 1.2
we have the equality

πQ0t0 + (ψ(t00)− χ(t00))φ̇0(t00)− ψ(t00)
(
A(t00)φ̇0(t00)

+f(t00, x00, φ0(t00))
)
− ψ(γ0(t00))

[
f(γ0(t00), x0(γ0(t00)), x00)
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−f(γ0(t00), x0(γ0(t00)), φ0(t00))
]
γ̇(t00) = 0.

Theorem 1 is proved by a scheme described in [1].
Theorem 2. Let w0 ∈ W0 be an optimal initial data and t00 ∈ [t01, t02).

Let the following conditions hold:

γ0(t00) < t1; t00, γ0(t00) ̸= {σ(t1), σ(σ(t1)), ...}

and

f(t, x, y) = B(t)x+ C(t)y + g(t),

where B(t), C(t) are continuous matrix functions, g(t) is a continuous vector
function .Then there exist a vector π = (π0, ..., πl) ̸= 0, π0 ≤ 0 and a solution
(χ(t), ψ(t)) of the system

χ̇(t) = −ψ(t)B(t)− ψ(γ0(t))C(γ0(t))γ̇0(t),

ψ(t) = χ(t) + ψ(ρ(t))A(ρ(t))ρ̇(t), t ∈ [t00, t1],

χ(t) = ψ(t) = 0, t > t1

such that the conditions listed below hold:
2.1. the condition 1.1 for χ(t) and ψ(t);
2.2. the condition for the optimal initial moment t00

πQ0t0 + (ψ(t00)− χ(t00))φ̇0(t00)− ψ(t00)
(
A(t00)φ̇0(t00) +B(t00)x00

+C(t00)φ0(t00) + g(t00)
)
− ψ(γ0(t00))C(γ0(t00))[x00 − φ0(t00)]γ̇(t00) = 0;

2.3. the condition 1.3 for the optimal initial vector x00;
2.4. the condition for the optimal delay function τ0(t)

ψ(γ0(t00))C(γ0(t00))[x00 − φ0(t00)]τ0(t00) +

∫ t1

t00

ψ(t)C(t)ẋ0(τ0(t))τ0(t)dt

= max
τ(t)∈D

[
ψ(γ0(t00))C(γ0(t00))[x00 − φ0(t00)]τ(t00)

+

∫ t1

t00

ψ(t)C(t)ẋ0(τ0(t))τ(t)dt
]
;

2.5. the condition for the optimal initial function φ0(t)
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∫ t00

τ0(t00)

ψ(γ0(t))C(γ0(t))γ̇0(t)φ0(t)dt+

∫ t00

σ(t00)

ψ(ρ(t))A(ρ(t))ρ̇(t)φ̇0(t)dt

= max
φ(t)∈Φ

[ ∫ t00

τ0(t00)

ψ(γ0(t))C(γ0(t))γ̇0(t)φ(t)dt

+

∫ t00

σ(t00)

ψ(ρ(t))A(ρ(t))ρ̇(t)φ̇(t)dt
]
.

The initial data optimization problem for the linear neutral functional-
differential equation with constant delays and the discontinuous initial con-
dition is considered in [2].
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