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Abstract. For the controlled differential equation with variable delays in phase
coordinates and variable commensurable delays in controls, optimal control prob-
lem with general boundary conditions and functional is considered.Necessary op-
timality conditions are obtained: for the optimal initial function and control in
the form of maximum principles;for the initial and final moments in the form of
equalities and inequalities. One of them,the essential novelty is necessary condi-
tion of optimality for the initial moment,which contains the effect of the mixed
initial condition.
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Let Rn
x be an n-dimensional vector space of points x = (x1, ..., xn)T

and O ⊂ Rk
y , G ⊂ Re

z, V ⊂ Rr
u be open sets , x = (y, z)T , n = k + e;

let the function f(t, y1, ..., ys, z1, ..., zm, u1, ..., uν) be continuous on the set
I × Os × Gm × V ν and continuously differentiable with respect to yi, i =
1, s, zj, j = 1,m. Further, let scalar-valued functions τi(t), i = 1, s, σj(t), j =
1,m, t ∈ R1

t be absolutely continuous and satisfy the following conditions:
τi(t) ≤ t, τ̇i(t) > 0, σj(t) ≤ t, σ̇j(t) > 0; the functions θi(t), i = 1, ν, t ∈
R1

t satisfy the commensurability condition, i.e., there exists an absolutely
continuous function θ(t), t ∈ R1

t , such that θ(t) < t, θ̇(t) > 0, and θi(t) =
θki(t), i = 1, ν, where kν > ... > k1 ≥ 0 are integers, θi(t) = θ(θi−1(t)),
and θ0(t) = t; Eϕ = Eϕ(I1, R

k
y) be space of piecewise-continuous functions

ϕ : I1 = [τ, b] → Rk
y with a finite number of discontinuity points of first

type, τ = min(τ1(a), ..., τs(a), σ1(a), ..., σm(a)); ∆1 = {ϕ ∈ Eϕ : ϕ(t) ∈
M, clϕ(I1) ⊂ O}, ∆2 = {g ∈ Eg = Eg(I1, R

e
z) : g(t) ∈ N, clg(I1) ⊂ G}

are sets of initial functions,where M ⊂ G,N ⊂ G are convex sets; Ω =
{u ∈ Eu = Eu([θν(a), b], Rr

u) : u(t) ∈ U, clu([θν(a), b]) ⊂ V }, is a set of
control functions, where U ⊂ V is an arbitrary set; scalar-valued functions
qi(t0, t1, y0, z0, x), i = 1, l are continuously differentiable on the set I2×O×
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G× (O,G)T , where

(O, G)T =
{

x = (y, z)T ∈ Rn
x : y ∈ O, z ∈ G

}
.

To each element w = (t0, t1, y0, ϕ, g, u) ∈ W = I2×G×∆1×∆2×Ω we
set in correspondence the equation

ẋ(t) = (ẏ(t), ż(t))T = f(t, x(·), u(·)), t ∈ [t0, t1] ⊂ I (1)

with a mixed initial condition

x(t) = (y(t), z(t))T = (ϕ(t), g(t))T , t ∈ [τ, t0), x(t0) = (y0, g(t0))
T . (2)

Here

f(t, x(·), u(·)) = f(t, y(τ1(t)), ..., y(τs(t)), z(σ1(t)), ..., z(σm(t)), u(θ1(t)),

..., u(θν(t))).

The condition (2) is said to be a mixed initial condition, it consists of two
parts: the first part is y(t) = ϕ(t), t ∈ [τ, t0), y(t0) = y0, the discontinuous
part since in general ϕ(t0) 6= y0; the second part is z(t) = g(t), t ∈ [τ, t0],
the continuous part since always z(t0) = g(t0).

Definition 1. Let w = (t0, t1, y0, ϕ, g, u) ∈ W and t0 < t1. A func-
tion x(t) = x(t; w) ∈ (O × G)T , t ∈ [τ, t1] is called a solution (trajectory)
corresponding to the element w, if it satisfies condition (2), is absolutely
continuous on the interval [t0, t1] and satisfies Eq.(1) everywhere on [t0, t1].

Definition 2. The element w ∈ W is called admissible, if the corre-
sponding solution satisfies the boundary conditions

qi(t0, t1, y0, g(t0), x(t1)) ≤ 0, i = 1, l1, q
i(t0, t1, y0, g(t0), x(t1)) = 0,

i = l1 + 1, l. (3)

We denote the set of admissible elements by W0.
Definition 3. The element w0 = (t00, t10, y00, ϕ0, g0, u0) ∈ W0 is called

optimal, if for any w ∈ W the following inequality

q0(t00, t10, y00, g0(t00), x0(t10)) ≤ qi(t0, t1, y0, g(t0), x(t1)) (4)

is fulfilled, where x0(t) = (y0(t), z0(t))
T = x(t; w0), x(t) = x(t; w). We called

(1)-(4) optimal control problem with the mixed initial condition. The aim
is to fined the optimal element w0.

Introduce the following notations: γi(t) = τ−1
i (t), γi = γi(t00), γ̇

−
i =

γ̇(t00−), γ̂−0 = 1, γ̂−i = γ̇−i , i = 1, p, γ̂−p+1 = 0, ρj(t) = σ−1
j (t);

F−
i = f(t00, y00, ..., y00︸ ︷︷ ︸

i

, ϕ0(t00−), ..., ϕ0(t00−)︸ ︷︷ ︸
p−i

, ϕ0(τp+1(t00−)), ..., ϕ0(τs(t00−)),
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g0(σ1(t00−)), ..., g0(σm(t00−)), u0(θ1(t00−)), ..., u0(θν(t00−))), i = 0, p;

F−
i [y] = f(γi, y0(τ1(γi)), ..., y0(τi−1(γi)), y, ϕ0(τi+1(γi−)), ..., ϕ0(τs(γi−)),

z0(σ1(γi−)), ..., z0(σm(γi−)), u0(θ1(γi−)), ..., u0(θν(γi−))), i = p + 1, s;

F−
s+1 = f(t10, y0(τ1(t10)), ..., y0(τs(t10)), z0(σ1(t10−)), . . . , z0(σm(t10−)),

u0(θ1(t00−)), ..., u0(θν(t10−))).

Similarly we can define: γ̂+
i , i = 0, p + 1; F+

i , i = 0, p; F+
i [y], i = p + 1, s + 1.

Theorem 1. Let w0 = (t00, t10, y00, ϕ0, g0, u0) be an optimal element,
t00 > a and x0(t) be a corresponding trajectory. Let the following conditions
hold:

1) γi = t00, i = 1, p, γp+1 < ... < γs < t10;
2) γ̇−i < ∞, i = 1, p, and γ̇−p < ... < γ̇−1 ;
3) the function g0(t) is absolutely continuous on the interval (t00−δ, t00],

where δ > 0 and there exists the finite limit ġ−0 = ġ0(t00−).
Then the exist a vector π = (π0, ..., πl) 6= 0, πi ≤ 0, i = 0, l1 and a solu-

tion Ψ(t) = (ψ(t), χ(t)) = (ψ1(t), ..., ψk(t), χ1(t), ..., χe(t)) of the equation





ψ̇(t) = −∑s
i=1 Ψ(γi(t))fyi

(γi(t), x0(·), u0(·))γ̇i(t),

χ̇(t) = −∑m
j=1 Ψ(ρj(t))fzj

(ρj(t), x0(·), u0(·))ρ̇j(t),

t ∈ [t00, t10], Ψ(t) = 0, t > t10,

(5)

such that the following conditions hold:
4) the integral maximum principle for the control:

∫ t10

t00

Ψ(t)f(t, x0(·), u0(·))dt = maxu(·)∈Ω

∫ t10

t00

Ψ(t)f(t, x0(·), u(·))dt;

5) the integral maximum principle for the initial function:

s∑
i=p+1

∫ t00

τi(t00)

Ψ(γi(t))fyi
(γi(t), x0(·), u0(·))γ̇i(t)ϕ0(t)dt

= maxϕ(·)∈∆1

s∑
i=p+1

∫ t00

τi(t00)

Ψ(γi(t))fyi
(γi(t), x0(·), u0(·))γ̇i(t)ϕ(t)dt,

m∑
j=1

∫ t00

σj(t00)

Ψ(ρj(t))fzj
(ρj(t), x0(·), u0(·))ρ̇j(t)g0(t)dt

= maxg(·)∈∆2

m∑
j=1

∫ t00

σj(t00)

Ψ(ρj(t))fzj
(ρj(t), x0(·), u0(·))ρ̇j(t)g(t)dt;

(πQ0z0 + χ(t00))g0(t00) = maxg∈N(πQ0z0 + χ(t00))g;

6) the conditions for the function Ψ(t) and the vector π :

Ψ(t10) = πQ0x, ψ(t10) = −πQ0y0 ,
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πiq
i(t00, t10, y00, g0(t00), x0(t10)) = 0, i = 1, l1;

7) the conditions for the instants t00 and t10 :

πQ0t0 ≥ −(πQ0z0 + χ(t00))ġ
−
0 −Ψ(t00)

p∑
i=0

(γ̂−i+1 − γ̂−i )F−
i

+
s∑

i=p+1

Ψ(γi)
{

F−
i [y00]− F−

i [ϕ0(t00−)]
}

γ̇−i , (6)

πQ0t1 ≥ −Ψ(t10)F
−
s+1.

Here

Q = (q0, ..., ql)T , Q0x = Qx(t00, t10, y00, g0(t00), x0(t10)).

Some comments. The expression

−(πQ0z0 + χ(t00))ġ
−
0 −Ψ(t00)

p∑
i=0

(γ̂−i+1 − γ̂−i )F−
i

+
s∑

i=p+1

Ψ(γi)
{

F−
i [y00]− F−

i [ϕ0(t00−)]
}

γ̇−i

in the condition (6) is the effect of the mixed initial condition (2).
The expression

−Ψ(t00)

p∑
i=0

(γ̂−i+1 − γ̂−i )F−
i +

s∑
i=p+1

Ψ(γi)
{

F−
i [y00]− F−

i [ϕ0(t00−)]
}

γ̇−i

is the effect of the discontinuous part of the condition (2).
The expression

−(πQ0z0 + χ(t00))ġ
−
0

is the effect of the continuous part of the condition (2).
Theorem 2. Let w0 = (t00, t10, y00, ϕ0, g0, u0) be an optimal element,

t10 < b and let condition 1) and the following conditions hold:
8) γ̇+

i < ∞, i = 1, p, and γ̇+
1 < ... < γ̇+

p ;
9) the function g0(t) is absolutely continuous on the interval [t00, t00+δ),

where δ > 0 and there exists the finite limit ġ+
0 = ġ0(t00+).

Then the exist a vector π = (π0, ..., πl) 6= 0, πi ≤ 0, i = 0, l1, and a solu-
tion Ψ(t) = (ψ(t), χ(t)) of Eq.(5) such that conditions 4)-6) hold. Moreover,

πQ0t0 ≤ −(πQ0z0 + χ(t00))ġ
+
0 −Ψ(t00)

p∑
i=0

(γ̂+
i+1 − γ̂+

i )F+
i
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+
s∑

i=p+1

Ψ(γi)
{

F+
i [y00]− F+

i [ϕ0(t00+)]
}

γ̇+
i ,

πQ0t1 ≤ −Ψ(t10)F
+
s+1.

Theorem 3. Let w0 = (t00, t10, y00, ϕ0, g0, u0) be an optimal element,
t00, t10 ∈ (a, b), the function g0(t) is continuously differentiable in a neigh-
borhood of the point t00 and let conditions 1),2),8) hold. Moreover,

p∑
i=0

(γ̂−i+1 − γ̂−i )F−
i =

p∑
i=0

(γ̂+
i+1 − γ̂+

i )F+
i

def
= F01,

{
F−

i [y00]− F−
i [ϕ0(t00−)]

}
γ̇−i =

{
F+

i [y00]− F+
i [ϕ0(t00+)]

}
γ̇+

i

def
= F1i

F−
s+1 = F+

s+1

def
= Fs+1.

Then the exist a vector π = (π0, ..., πl) 6= 0, πi ≤ 0, i = 0, l1 and a solu-
tion Ψ(t) = (ψ(t), χ(t)) of Eq.(5) such that conditions 4)-6) hold. Moreover,

πQ0t0 = −(πQ0z0 + χ(t00))ġ0(t00)−Ψ(t00)F01+

s∑
i=p+1

Ψ(γi)F1i,

πQ0t1 = −Ψ(t10)Fs+1.

Theorems 1,2 and 3, on the basis of the variation formulas [1], are proved
by a method given in [2].
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