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Abstract. This paper is concerned with the description of the physics and the
corresponding mathematical modeling of three related phenomena. They occur
on the (sub-) microscale of materials used in today’s microelectronic technology
and have an impact on the manufacturing process as well as the reliability of
the whole electronic structure.

The first example concerns the oxidation process of silicon. The formation
of silicon oxide out of silicon is accompanied by mechanical deformation due to
a change of volume during the reaction. The developing stresses and strains
influence the diffusion kinetics of the process: They can even bring it to
a standstill. Material scientists tend to model the mechanical part of the
phenomenon by adding an artificial stress dependence to the diffusion and to
the reaction constants. In this paper we will pursue a different approach based
on a sharp interface model. Starting from first principles an expression for the
velocity of the oxidation front will be derived. The front velocity is related to
the local Eshelby tensor and contains a priori chemical as well as mechanical
driving forces.

The second example deals with the aging of eutectic tin-lead solder. This
is a two-phase material consisting of regions rich in tin and regions rich in
lead because tin and lead mix only very slightly. Initially these regions are
finely dispersed giving rise to a filigreed micro-structure, i.e., an electrically
and mechanically highly reliable solder joint has been generated. However,
due to temperature and the presence of local mechanical stresses a solid →
solid diffusion process sets in and the regions start coarsening. The micro-
structure deteriorates and the solder joints eventually becomes electrically
and mechanically unreliable. A phase-field model will be used to describe the
process of spinodal decomposition.

The third and final example addresses the formation and the ripening of
intermetallic phases in microelectronic solders or at the interface between the
solder and the connecting pad. The formation of such phases is accompanied
by a change in volume just like during the formation of silicon dioxide. In other
words, this is another example of stress-assisted growth kinetics. However,
other than silicon dioxide they show a highly ordered crystalline structure, i.e.,
they are anisotropic which, in particular, influences their growth behavior. The
paper will end with a discussion of potential models that could be used for a
quantitative description.
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1 Microstructural changes in modern electronic
materials

The development of modern electronic and mechatronic products is dictated by
the continuous quest toward further and further miniaturization. Consequently,
the microstructure of the production materials is of paramount importance.
Moreover, once a certain beneficial microstructure has been realized it is by
no means guaranteed that it will continue to exist the way it was initially
created. We face a dynamic situation during which the structure may change
and, consequently, reliability issues due to aging of the materials will arise.

All of this is bad news for the manufacturers of products. However, it results
in challenging tasks for material scientists, physicists, and mathematicians, all
of whose skills are required for a better understanding and for the mathematical
description of the underlying chemistry and physics.

In what follows we will focus on three phenomena which, as we shall see, are
related in terms of microstructural change and the corresponding mathematical
modeling. In each case we will first present the experimental evidence and
try to explain the findings verbally. The latter will guide us during the setup
of an appropriate mathematical model. We will then spend a considerable
amount of time to make these models as quantitative as possible. In other
words, it will be our goal to find data for the involved material parameters
not by matching the experiments to the model but from independent sources
unrelated to the phenomenon in question. Note that there is a fundamental
difference between our approach and the commonly adopted materials science
point-of-view. The latter is frequently ad hoc, in the sense that parameters
are “adjusted” so that the model eventually leads to the required outcome.
Of course, materials scientists attempt to motivate their adjustment of model
parameters. However, their efforts are often heuristic, based exclusively on
words and not on first principles in terms of physics combined with adequate
mathematical techniques. Moreover, once an adjustment has been brought to
perfect coincidence with the experimental findings in one situation it is by no
means guaranteed that the same set of parameters can be used for another
geometry. This, however, is a measure of the quality of a model in the sense of
a true capture of the behavior of nature.

7 



2 Silicon oxidation

2.1 The technical perspective

Following the nomenclature established in [28] we consider a binary reaction of
the type:

𝑛−𝐵− + 𝑛∗𝐵∗ ⇌ 𝑛+𝐵+ (2.1.1)
and apply it to the so-called dry oxidation process of silicon, i.e.,

Si +O2 ⇌ SiO2. (2.1.2)

The symbols 𝑛− , 𝑛∗, and 𝑛+, which are known under the term stoichiometric
coefficients, characterize the number of atoms or molecules of the reactants and
of the products involved in the reaction. They are pure numbers without a
unit, but they do have a sign [40]: Reactants, i.e., the 𝑛’s on the left hand side
of the reaction balance, are counted negatively, whereas the products on the
right hand side have positive values. The 𝑛’s should also not be confused with
the so-called chemical amount of a substance, which is also frequently used in
chemical thermodynamics in context with reaction equations. Following the
conventions of chemical engineers these “amounts” have a unit, namely 1 mol
or 1 kmol, depending on whether we count mass in g or in kg.

Figure 2.1: A schematic of dry silicon oxidation, see [69] for details.

In the case of dry oxidation of silicon we have 𝑛− ≡ 𝑛Si = −1, 𝑛∗ ≡ 𝑛O2 = −1,
and 𝑛+ ≡ 𝑛SiO2 = +1. Note that we do not write 𝑛∗ ≡ 𝑛O = −2, because this is not
the elementary reaction taking place at the atomic scale: An oxygen molecule
diffuses from the outside to the silicon surface where it links with a silicon
atom and forms one silicon dioxide “molecule.” Then several such aggregates
form an amorphous layer of silicon dioxide or silica which grows continuously:
Fig. 2.1. Clearly the diffusion of the outside oxygen molecules to reach the
current silicon surface will take more time the thicker the amorphous layer
becomes. However, rumor has it that the oxygen molecules are not severely
impeded by the presence of the growing layer of silicon dioxide and that after
a very short time a stationary diffusion flow is established which, timewise, is
governed by a simple isotropic diffusion constant. We will get back to this issue
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later, where we shall also discuss as to whether the diffusion constant might
be anisotropic, that it might be affected by mechanical stress and strain, and
“how fast” it is in comparison with relaxation processes within the amorphous
layer.

Figure 2.2: Schematics of the LOCOS and STI processes, see [38] for details.

For completeness note that there is an alternative process for creating silica,
namely the so-called wet oxidation:

Si + 2H2O⇌ SiO2 +H2. (2.1.3)

Clearly this does not fit into the reaction scheme of Eqn. (2.1.1), since two
products result. Moreover, two water molecules have to interact with one silicon
atom instead of just one oxygen molecule. We will not model wet oxidation in
this paper. However, it should be mentioned at this point that either way a
relatively high temperature is required for the chemical reactions to take place.
Therefore they are also referred to as thermal oxidation processes. We will get
back to the temperature issue later.

Wet and dry oxidation were initially used in the eighties for electric isolation
of adjacent structures in microelectronic devices. In order to see that these
processes are effective and truly reach this goal we only need to look at the
electrical conductivities of SiO2 and Si, which are 10−16 Ω−1cm−1 compared to
1.56 × 10−3 Ω−1cm−1 [83], [94].

Presumably the first process of this kind on an industrial scale was LOCOS
(LOCal Oxidation of Silicon, cf., [95]). This acronym refers to a microfabri-
cation scheme where silicon dioxide is formed in selected areas on a silicon
wafer having the Si-SiO2 interface at a lower point than the rest of the silicon
surface (cf., Fig. 2.2). LOCOS is typically performed at temperatures between
800 and 1200 ○C. However, it turned out that if the isolation windows became
narrower than 0.7mm oxide growth became progressively inhibited and would
result in oxide layers as much as 80 percent thinner than comparable layers
grown in wide windows greater than 2mm. “This is the so-called ‘oxide thinning
effect‘. [. . . ] Thinner-than-desired field oxide layers may allow widely different
breakdown and isolation characteristics between neighboring devices, and hence
seriously degrade device performance.” [46] The requirement for further minia-
turization outdated LOCOS and was superseded by Shallow Trench Isolation

W.H. Müller, E.N. Vilchevskaya & A.B. Freidin. Structural changes in micro-materials ...
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(a) Schematic of nanowire fabrication (b) Nanosize tip

Figure 2.3: Silicon nanostructures. For details of (a) see [74], for (b) see [75].

(STI). STI is used on CMOS (Complementary Metal-Oxide-Semiconductor)
process technology nodes of 250 nanometers and smaller. The range of applied
temperatures is similar to that of LOCOS. “This process basically involves
shallow trenching of the surface areas which are to be oxidized so as to obtain,
as closely as possible, a planar surface after oxide growth. A very difficulty
experienced in such steeped structures is that the oxide thickness on the edges
are in the corners of trench can be much less than on flat surface. This is quite
similar to thinning problems encountered in LOCOS structures.” [46]

More recently silicon oxidation has been used to manufacture extremely
small silicon structures on the nanoscale. Two examples are shown in Fig. 2.3:
The manufacturing steps of silicon wires ranging from 200 to 20 nm in diameter
[70] and a real nanosize silicon tip [75]. The oxidation process of such nanosilicon
structures is typically performed at 850 ○C (cf., [33]) or 950 ○C (cf., [71]), i.e.,
at temperatures similar to those used for LOCOS and STI. Interestingly the
nanosize silicon beams buckle without external loads being applied. We shall
see now that this behavior has the same cause as the insufficient oxide layer
thickness described in context with LOCOS and STI.

2.2 Quantifying the volume expansion

In order to understand and interpret these facts we must first realize that
the reaction described by Eqn. (2.1.2) is accompanied by a change in volume
and, consequently, by generating eigenstrains and eigenstresses. The latter are
sometimes also referred to as residual stresses in the engineering literature. To
be specific, according to Kao in 1988 et al. [42], pg. 29, the unit cell of silicon
is 20 Å3, whereas that of silicon dioxide is 45 Å3. Note that in [42] it is not
explained where these numbers come from. If such a large increase in volume
is correct, the resulting eigenstrains will be enormous. Thus, before we engage
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in a discussion which kind of strain measure should be used for quantification,
the validity of the data provided in [42] should be carefully checked.

A difference of 𝑉𝑘 = 25 Å31 between the two unit cell volumes is mentioned
by Sutardja and Oldham in 1989 [87], pg. 2415. The agreement with Kao et al.
[42] is not surprising, since they use that paper as a reference. However, it is
argued by them that a more proper value for the difference should be 12.5 Å3

which, supposedly, is related to the difference between the distances of an Si-O
(not SiO2) and a Si-Si bond. Then it is said in [87] that “... The actual value of
𝑉𝑘 used is obtained through numerical experiments, and the theoretical value
of 12.5 Å3 is used as a test for the validity of the model.” We strongly oppose to
such a notion: A model should never be fitted to experiments, because then it is
not a valid representation of reality. We therefore turn to the most detailed data
survey presented in Mohr et al. [51], pg. 681 to find that the unit cell volume of
Si is indeed 12.0588349 × 10−3 m3⇑kmol, hence, 𝑉Si = 12.0588349×10−6m3

⇑kmol
𝑁Avo

≈ 20 Å3.
Finding a reliable value for the molecular volume of SiO2 is more tedious.

Valuable guides are, first, the Wikipedia article on silicon dioxide, [97] and,
second, the discussion on ResearchGate, [77]. From both we realize that the
silicon dioxide of our microelectronics application is not “quartz” but rather the
amorphous variant of silicon dioxide. Moreover, note that Si has a mass density
of 2329 kg⇑m3 (at room temperature, [75]) and, as mentioned in the previous
references, quartz, or more precisely Si3O6, has a mass density of 2648 kg⇑m3,
whereas the mass density of amorphous SiO2 is only about 2200 kg⇑m3. The mass
density of liquid SiO2 is even less, namely approximately 2020 kg⇑m3. The molar
masses of silicon and silicon dioxide are easily obtained from Mendeleev’s table
of elements, namely, 𝑀Si = 28.084 kg⇑kmol and 𝑀SiO2 = 60.082 kg

kmol , respectively.
In this paper we will use 𝑁Avo = 6.02214129×1026 1⇑kmol for Avogadro’s number.2
In combination with the mass densities and Avogadro’s number we now obtain
for the unit cell volumes:

𝑉Si =
𝑀Si

𝜌Si𝑁Avo
≈ 20.0 Å3 , 𝑉SiO2 =

𝑀SiO2

𝜌SiO2𝑁Avo

≈ 45.3 Å3. (2.2.1)

This, at last, gives us more confidence in the numbers for the volume changes
presented by Kao et al. [42]. If we omit Avogadro’s number in the last equation
we obtain the so-called molar volumes:

𝑣Si =
𝑀Si

𝜌Si
≈ 0.012 m3

kmol , 𝑣SiO2 =
𝑀SiO2

𝜌SiO2

≈ 0.027 m3

kmol . (2.2.2)

This confirms the statement in Rao and Hughes [72] according to which the
“molar volume of silicon dioxide is 2.2 times that of silicon.” The numbers also

1The index 𝑘 refers to the surface reaction rate parameter 𝑘 from [87], for which the
difference in volume is used in an Arrhenius ansatz.

2Note that molar masses have an SI-unit, namely g⇑mol or kg⇑kmol, [96]. Moreover, for
the sake of clarity, we should use particles⇑kmol as units of the Avogadro number. However,
“particles” is no official SI-unit.

W.H. Müller, E.N. Vilchevskaya & A.B. Freidin. Structural changes in micro-materials ...
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agree with the following data that was provided in Freidin et al. [28] without
reference: 𝜌Si⇑𝑀Si = 82.9 kmol⇑m3 and 𝜌SiO2⇑𝑀SiO2 = 36.6 kmol⇑m3. In combination with
the molar masses this, in turn, leads to density values of 𝜌Si = 2328 kg⇑m3 and
𝜌SiO2 = 2199 kg⇑m3, respectively, which essentially agrees with the data in the
wikis on silicon, [98] and [97]. By using Avogadro’s constant we can convert
this data also into unit cell volumes, 𝑉Si = 20.0 Å3 and 𝑉SiO2 = 45 Å3, respectively.
This clearly indicates that the data of Kao et al. [42] were initially used in
Freidin et al. [28] and then transformed accordingly. In other words, one went
in circles as far as the unit cell data for amorphous silicon dioxide is concerned.

In summary, we may say that, first, the molar masses of Si and SiO2
are reliable. Second, the unit cell of silicon has been accurately examined by
crystallographic methods using X-ray techniques by Mohr et al. [51]. Third, the
silica resulting from the oxidation process has been identified as the amorphous
form. Fourth, the mass density of amorphous silica has been determined
experimentally with sufficient accuracy either by weighing or by back scattering
of alpha particles (cf., [76]). Hence we conclude that the unit cell volumes for
silicon and silicon dioxide presented by Kao et al. [42] are realistic. We are
now in a position to use this data to calculate eigenstrains.

2.3 Modeling the residual strains and stresses

Obviously, the change in volume during silicon oxidation is considerable and,
consequently, the eigenstrains and eigenstresses will also be very large, at least
in the beginning. It is for this reason, that it is adequate to use strain measures
of nonlinear continuum mechanics. Fig. 2.4, which is an adapted form of a
cartoon from Freidin et al. [28], illustrates the situation: Originally stress-free
silicon (depicted in cyan) is penetrated by oxygen from the left up to the
dashed line (the reaction front). If the corresponding region were free it would
change its volume (and maybe also its shape) to the stress-free configuration
shown in red on the bottom. We characterize the corresponding deformation
by the deformation gradient 𝐹 ch ≡ 𝐹 ox and are inclined to write according to
seemingly standard nonlinear continuum mechanics procedures (see, e.g., [35],
pg. 79 or [60], pg. 73):

𝜌0,SiO2 =
𝜌0,Si

det𝐹 ox , (2.3.1)

where the subscripts 0 refer to the mass densities of silicon dioxide and silicon,
both in a undeformed state. However, this formula does not apply, because it
holds only if the mass within the material volume is conserved. This, however,
is not the case here: Oxygen enters the volume element, causes the chemical
reaction and leads to an increase in mass. Hence, an alternative relation must
hold. In fact, it can take various forms as we shall see now. We start from the
following purely kinematic relation between the unit cell volumes (cf., [60], pg.
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64) and find successively:

𝑉SiO2 = det𝐹 ox𝑉Si ⇒ det𝐹 ox =
𝑀SiO2
𝑁Avo

𝑉SiO2
𝑚SiO2

𝑀Si
𝑁Avo

𝑉Si
𝑚Si

≡ 𝑀SiO2𝜌0,Si

𝑀Si𝜌0,SiO2

≡ 𝑣SiO2

𝑣Si
, (2.3.2)

because the mass in one silicon or silicon dioxide unit cell is given by 𝑚Si = 𝑀Si
𝑁Avo

and 𝑚SiO2 =
𝑀SiO2
𝑁Avo

, respectively.

Figure 2.4: A schematic of the deformation during silicon oxidation.

On first glance it seems reasonable to assume that amorphous silica is
isotropic and that it expands isotropically when it is created. Hence the
deformation gradient is proportional to the unit tensor, 1, and we may conclude
that:

𝐹 ox = 𝐹 ox 1 ⇒ 𝐹 ox = (𝑣SiO2

𝑣Si
)

1⇑3

. (2.3.3)

An appropriate finite strain measure is the Green-Lagrangian strain tensor,
𝐸 ≡ 1

2 (𝐹
T𝐹 − 1). From its definition we find2:

𝐸ch ≡ 𝐸ox = 1
2 ⌊︀(

𝑣SiO2

𝑣Si
)

2⇑3

− 1}︀1 ≈ 0.36 1. (2.3.4)

36% is an extremely large strain. However, before we discuss how this extreme
situation is dealt with in the literature, a comment regarding the isotropy of the
deformation gradient 𝐹 ox or, more suggestively speaking, on the “volumetric
swelling” during thermal oxidation, is in order. This assumption seems to be
generally accepted in the silicon industry. However, it seems noteworthy that
most recently anisotropic swelling during lithiation of Si nanowires has been
observed [48] or be discussed in context with Li-batteries [43]. The reason
for this “is attributed to the interfacial processes of accommodating large
volumetric strains at the lithiation reaction front that depend sensitively on
the crystallographic orientation.” [48] Note that modeling such an effect would

2The letters “ch” are used in [28] to characterize the chemical reaction, i.e., the oxidation,
why we use “ox” as a mnemonic.
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not necessitate abandoning an isotropic dependence analogously to the one
shown in Eqn. (2.3.4). Rather it will require taking the crystal orientation of
the silicon during the joining procedure into account. The latter is shown in
Fig. 2.4 on the very right indicated by the deformation gradients 𝐹 Si and 𝐹 SiO2 .
When modeling silicon oxidation we have to proceed as in the case of lithiation:
The anisotropic elastic material properties of the to-be-oxidized wafer should
enter the analysis. However, for simplicity we will ignore this for now and treat
the silicon as an isotropic linear elastic material with effective elastic properties.

Clearly, after joining the connected materials will react to the large amount
of strain predicted by Eqn. (2.3.4) and try to accommodate it somehow. There
are various ways. The simplest, from a materials theory point-of-view, is
time-dependent stress relaxation due to visco-elastic behavior. In fact, silicon
dioxide is prone for such behavior if we only think of it as vitreous, i.e., being
in a glassy state. After all, “glasses” are nothing else but silica with certain
additives. We know that they are capable of viscoelastic flow, even at low
temperatures.2

Consequently, viscoelastic models are also used in many publications on
thermal oxidation of silicon. Most surprisingly, 1988 Kao et al. used a genuine
fluid mechanics model of the Newton-Navier-Stokes type in order to capture
the effects of viscosity in their 1988 paper [42]. Their idea was picked up one
year later by Satardja and Oldham [87], who changed their modeling to a
one-dimensional dashpot-spring model for solids of the Maxwell type. A more
detailed, truly multi-axial viscoelastic stress-strain analysis was performed by
Senez et al. in 1994 [81]. More recently Lin [46] refers on pg. 8 of his 1999
work [46] to the transformation strain as “viscoplastic,” probably erroneously,
because on pg. 9 he cites the work of Satardja and Oldham and Senez et al.,
which is clearly based on viscoelasticity. In any case he characterizes silicon as
non-viscous, linear elastic.

The recent dissertation of Pezyna from 2005 [70] is more precise as far as
terminology is concerned. First of all the importance of SiO2’s susceptibility
to viscous flow is acknowledged (pg. 14): “However, at elevated temperatures,
silica and silicate glasses are not purely elastic solids and can deform in a
viscoelastic manner [. . . ]” Then an interesting statement follows: “Consequently,
the intrinsic strain is partly accommodated by viscous deformation, allowing
the volume increase to be manifested chiefly as an increase in thickness. The
remaining elastic strain, which will be referred to as the growth strain, 𝜀𝑔, gives
rise to the observed growth stress.”

We interpret his words as follows: Initially, the silica expands essentially
freely in perpendicular direction to the constraining silicon. As mentioned
explicitly by Pyzyna[70] on pg. 57 silicon deforms elastically and definitely not
viscoelastically or viscoplastically. Note that the main expansion in thickness

2visible, for example, in the thickening at the bottom of old church windows
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direction is not an indication for an anisotropy of the eigenstrain, i.e., a non-
spherical form of 𝐹 ch ≡ 𝐹 ox. The silicon simply provides an elastic constraint,
so that the main part of deformation due to purely volumetric expansion of
silica goes where there is no constraint, namely perpendicularly to the reaction
front. Clearly, along the interface the stretch will initially be more than allowed
by linear elasticity, simply due to the need of the forming silica for very large
expansion. However, the associated stresses will relax as time goes on and the
stretch will eventually be reduced to the amount allowed by Hooke’s law.

The situation can be understood in terms of the well-known experiments
performed on a viscoelastic strip with Young’s modulus 𝐸. In the first ex-
periment the strip is suddenly subjected to a dead load, 𝜎0, which leads to
instantaneous stretching and subsequent relaxation to the amount allotted by
Hooke’s law:

𝜖ini =
𝜏𝜎

𝜏𝜖

𝜎0

𝐸
→ 𝜖H = 𝜎0

𝐸
. (2.3.5)

In a second experiment the beam is suddenly elongated by a fixed amount
in axial direction and then clamped, so that a strain 𝜖0 results. The response is
instantaneous in terms of a tensile stress which will then relax from its initial
value to that dictated by Hooke’s law (cf., [56], pg. 370):

𝜎ini =
𝜏𝜖

𝜏𝜎

𝐸𝜖0 → 𝜎H = 𝐸𝜖0. (2.3.6)

The relaxation is governed by two time parameters, first, the so-called bulk
relaxation time, dealing with relaxation under pure compression, 𝜏𝜖 = 𝜂𝜖⇑𝑘,
where 𝜂𝜖 and 𝑘 denote the bulk viscosity and the bulk modulus, respectively.
The second time parameter is characteristic for shear loading, 𝜏𝜎 = 𝜂𝜎⇑𝐺, 𝜂𝜎

and 𝐺 denoting shear viscosity and shear modulus, respectively. According
to Freidin et al. [28] we have 𝐸 = 60 GPa, Poisson’s ratio 𝜈 = 0.17 , hence
𝑘 = 𝐸

3(1−2𝜈) ≈ 30.3 GPa and 𝐺 = 𝐸
2(1+𝜈) ≈ 25.6 GPa. Similar numbers and

approximately the same trend between them are shown by Dingwell and Webb
[18], who report 𝑘 = 43 GPa and 𝐺 = 33 GPa. Surprisingly the trend is reversed
in Rao et al. [73], who use 𝑘 = 12.158 GPa and 𝐺 = 40.921 GPa. The correctness
of the number for the modulus of compressibility when compared to the shear
modulus is hard to believe. Moreover, equations from Dingwell and Webb
[18] lead us to conclude that both viscosities are equal. Consequently, due to
lack of data, we choose 𝜂𝜎 = 𝜂𝜖 ≈ 2 × 104 GPa s (at 1000 ○C, [81]), which gives
𝜏𝜎⇑𝜏𝜖 = 𝐺⇑𝑘 ≈ 0.84, 𝜏𝜎 ≈ 780 s, and 𝜏𝜖 ≈ 660 s. A single relaxation time is presented
in [73], namely 𝜏SiO2 = 132.49 s. In order to be able to compare it to the times
required for the diffusion process, recall the time parameter from the definition
of the Fourier number in context with the diffusion (or the heat conduction)
equation (e.g., [12], Chapter 4):

𝜏diff = 𝑙2

𝐷
, (2.3.7)
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where 𝑙 is a characteristic length parameter and 𝐷 the diffusion constant.
Finding a reliable number for the diffusion coefficient of oxygen in silica is
difficult, because the literature is inconclusive. Lin [46], pg. 11 reports 𝐷 =
1.83 × 10−14 m2

s , allegedly based on data from the paper of Deal and Grove
[17], who use a constant 𝐵 that is related to 𝐷 but in a complicated manner.
Moreover, 𝐵 is temperature dependent. Thus, it remains unclear how his value
was obtained and under which circumstances it is valid. Rao et al., pg. 374 [73]
use in their simulations a value which is four (!) orders of magnitude larger,
namely 𝐷 = 1.3786 × 10−10 m2

s . They do not explain where this number comes
from. A typical maximum layer thickness of silica is 𝑙 = 2mm (cf., [29]). Hence
we find 𝜏diff = 2.9 × 10−2 . . .218 s.

In comparison with 𝜏𝜎 and 𝜏𝜖 we must conclude that diffusion will either
proceed much faster than the relaxation of stresses and strains due to viscoelastic
effects, or will be of the same order of magnitude. Hence, if we want to
assess stress-induced diffusion it is, in principle, necessary to solve the coupled
chemo-mechanical problem in combination with three-dimensional viscoelastic
constitutive equations. This will make the problem explicitly time-dependent
and impossible to solve analytically, even for the simple geometry of a planar
layered structure. On the other hand, we also want to investigate the features of
our stress-assisted diffusion model. They can be explored easily if an analytical
solution for the stresses and strains is available. This, however, is only possible
if we restrict ourselves to linear elasticity, i.e., to Hooke’s law:

𝜎 = 𝜆 Tr (𝜖 − 𝜖ch) 1 + 2𝜇 ( 𝜖 − 𝜖ch) , (2.3.8)

where 𝜎 is the Cauchy stress tensor and 𝜖 refers to the linear strain tensor
which is related to the displacement vector 𝑢 as follows:

𝜖 = 1
2(∇𝑢 +∇𝑢⊺). (2.3.9)

Obviously the reaction strain 𝜖ch must be known numerically before we can
proceed with the stress-strain analysis and, what is more, it should be compati-
ble with the assumption of small strains, i.e., it should assume a value in the
percent range, at most. As in the case of large deformations, cf., Eqns. (2.3.3)
and (2.3.4), the linear transformation strain is isotropic, hence:

𝜎 = 𝜆 Tr 𝜖 1 + 2𝜇 𝜖 − 3𝑘𝜖ch1, (2.3.10)

with the bulk modulus being 𝑘 = 1
3 (3𝜆 + 2𝜇). Freidin et al. [28] choose 𝜖ch = 0.03.

Besides a reference to the necessity for small strains and the fact that this
particular value allows them to show an effect of the eigenstesses on diffusion
within their theoretical framework they do not provide any reason for their
choice of this value. However, there is an alternative way for obtaining a number
for 𝜖ch by using the following relation for small deformations from [60], pg. 232:

𝜖ch = 𝜌0,Si − 𝜌0,SiO2

3𝜌0,SiO2

. (2.3.11)
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If we insert the data for the mass densities we obtain 𝜖ch ≈ 0.02. This is
very close to the value from [28]. Note that Eqn. (2.3.11) is a consequence
of Eqn. (2.3.4). To see that we assume, first, that the difference between the
molecular volumes 𝑣SiO2 and 𝑣Si is small such that we obtain after a Taylor
expansion:

𝐸ch ≈ 𝑣SiO2 − 𝑣Si

3𝑣Si
1. (2.3.12)

Second, we assume that the molar masses are equal, observe Eqn. (2.2.2)
and obtain:

𝐸ch ≈ 𝜌Si − 𝜌SiO2

3𝜌SiO2

1 ≡ 𝜖ch1. (2.3.13)

The agreement is not surprising since a relation analogous to Eqn. (2.3.11)
was used in [60] in context with the description of the phase transformation in
Zirconia. Then masses within the unit cells stay constant and the molar mass
does not change. However, in the present case we have 𝑀Si=28.084 kg

kmol and
𝑀SiO2=60.082 kg

kmol , which are extremely different. We conclude that it is the
additional mass flow of oxygen into the unit cell that prevents us from using
simple relations as Eqn. (2.3.11) and, in the end, from using linear elasticity
with no hesitation whatsoever.

2.4 Intuitive explanations and empirical quantification
of the impediment encountered during silicon oxi-
dation

It was mentioned in Subsection 2.1 that the growth of silicon oxide layers is
impeded severely if the insulation windows used in the LOCOS process become
very narrow and that the oxide thickness becomes thinner on the edges of the
trenches produced in STI. On the other hand, it is well known in mechanics
that corners and the closeness of substructures are excellent stress and strain
amplifiers. Hence, in view of the huge eigenstrains inherent to silicon oxidation
it seems only natural to suspect that the associated stresses and strains in the
material might reach a level high enough to influence the course of reaction
and diffusion dramatically.

Marcus and Sheng [49] were among the first to emphasize the importance
of stress for silicon oxidation. Shortly after their paper it was directly demon-
strated in 1987 by Huang et al. [39] that mechanical stress influences the rate
of silicon oxidation. In two papers in the same and the following year Kao
et al. [41] and [42] start modeling the stresses in cylindrical structures and
attempt a coupling between the reaction rate and the radial stress component.
One year later Sutarya and Oldham [87] become even more specific. Following
the tradition of materials science they relate the impact of the normal stress,

W.H. Müller, E.N. Vilchevskaya & A.B. Freidin. Structural changes in micro-materials ...

17 



𝜎𝑛𝑛, and of pressure, i.e., the trace of stress, Tr 𝜎, empirically to two constitu-
tive quantities, first, the surface reaction rate parameter, 𝑘s, and second, the
diffusion coefficient, 𝐷 in terms of an exponential Boltzmann ansatz, namely:

𝑘 = 𝑘𝑠0(𝑇 )exp(𝜎𝑛𝑛𝑉𝑘

𝑘𝑇
) , 𝐷 =𝐷0(𝑇 )exp(−𝑝𝑉𝑑

𝑘𝑇
) , (2.4.1)

where 𝑘𝑠0 and 𝐷0 are the temperature dependent reaction and diffusion co-
efficients for the stress-free (called “planar” in [87]) case, 𝑘 is Boltzmann’s
constant, 𝑇 absolute temperature, 𝑉𝑘 and 𝑉𝑑 are two fitting parameters, which
have the dimension of a volume. The shear viscosity, 𝜂, is “adjusted” in a
similar manner:

𝜂 = 𝜂0(𝑇 )
𝜎𝑠𝑉0⇑2𝑘𝑇

sinh (𝜎𝑠𝑉0⇑2𝑘𝑇) , (2.4.2)

where 𝜂0 denotes the shear viscosity the temperature dependent reaction and
diffusion coefficients in the stress-free case, and 𝑉0 is another fitting parameter,
explicitly characterized as such in the paper.

That all of this is a completely heuristic approach, becomes obvious if we
try to guess why the authors may have come up with such expressions: On
can imagine that a normal stress acting compressively on the reaction front
will keep the molecules away from each other and defer the progress of the
reaction. It seems also logical to assume that diffusion in a solid under pressure
will be procrastinated because the atoms will then be more densely “packed”
and harder to bypass and, finally, viscous Newtonian flow is triggered by shear
stress, so the viscosity might depend on it in a nonlinear manner.

Of course, the authors of [87] assume us to be “intelligent” readers with
an intuitive gut feeling to anticipate all that. They scarcely motivate their
approach by saying “The model states that the oxidizing species need to have
enough energy to move the newly formed oxide against the normal force field
𝜎𝑛𝑛. The energy required in a unit reaction is the product of one reaction
jump volume 𝑉 and 𝜎𝑛𝑛. Assuming the Boltzman[n] statistics, the reaction
probability varies (with energy) according to the factor exp (𝜎𝑛𝑛𝑉𝑘⇑𝑘𝑇 ).” It
is this concoction of atomistic arguments with field quantities which makes a
true continuum scientist used to first principles shudder. However, later we
shall use some of these relations and see if and how they alter predictions of a
theory in which diffusion and mechanics are coupled but which initially uses
stress-independent material coefficients. In other words the mechano-chemical
coupling is achieved differently. The next section will explain how.

2.5 Driving forces at the reaction front

From the perspective of modern continuum theory silicon oxidation can be
modeled in terms of a singular interface theory. Such a model is useful if the
interface is relatively sharp, i.e., the fields on the left and right hand side of the
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jump in a discontinuous fashion and a high gradient in mass density (say, among
other fields) results over a short distance, much smaller than the dimensions
of the considered piece of matter. A first attempt in that direction from a
mathematical point-of-view was presented in 1994 by Merz and Strecker [50].
They also touch upon an alternative way of modeling silicon oxidation, which
could be phase-field theory. However, their primary focus is on mathematical
formalities and less on a quantitative physical description.

A major breakthrough in terms of rational continuum theory was presented
recently by Freidin et al. [25], [27], [28], [26]. In their papers the idea of
the Eshelby stress tensor, 𝐵, being the driving force behind silicon oxidation
was brought to (qualitative) perfection. The specific Eshelby tensor or, more
precisely, the specific Eshelby energy-momentum tensor (in SI-units of J kg−1),
is defined by (cf., [32], pg. 4 and 25, [47]):

𝐵 = 𝑓1 − 1
𝜌0

𝐹 ⊺ ⋅𝑃 ⇔ 𝐵𝐴𝐵 = 𝑓 𝛿𝐴𝐵 −
1
𝜌0
𝐹𝐴𝑖𝑃𝑖𝐵, (2.5.1)

where 𝑓 = 𝑢 − 𝑇𝑠 denotes the specific free energy density in a material point (𝑢
and 𝑠 being the specific internal energy and entropy densities), 𝜌0 is the mass
density of the reference configuration, 𝐹 denotes the deformation gradient with
its determinant, 𝐽 = det𝐹 , and 𝑃 = 𝐽𝜎 ⋅𝐹 −⊺ ⇔ 𝑃𝑖𝐴 = 𝐽𝜎𝑖𝑗 (𝐹 −1)⊺𝑗𝐴

≡ 𝐽𝜎𝑖𝑗𝐹 −1
𝐴𝑗

is the first (nonsymmetric) Piola-Kirchhoff stress tensor, and 𝜎 denotes the
(symmetric) Cauchy stress tensor. Moreover, Eqn. (2.5.1) shows that 𝐵 is
completely based in the reference configuration (distinguished by a capital
symbol and capital Latin indices in contrast to the current configuration which
is characterized by small Latin indices for Cartesian coordinates).

However, silicon oxidation is only one of the more recent applications of
the Eshelby tensor. Originally Eshelby used it for quantifying driving forces on
defects, in particular on (linear) elastic inclusions, see [22], [23]. Shortly after,
or one may say in parallel, the energy-momentum tensor became the playing
ground of the fracture mechanics community, where it arose under the name
J-integral, a term coined by Rice [78], [8]. However, it is fair to say that the
mechanics community simply failed to see the thermodynamic character of the
energy-momentum tensor. This was first acknowledged by Heidug and Lehner
[37]. Other references in the same context are the papers by Truskinovsky [90],
Liu [47], Gurtin [31], Cermelli and Gurtin [13], Müller [55], and and Buratti et
al. [9].

In these papers it was pointed out that 𝐵 can be considered as a tensorial
generalization of the scalar chemical potential, 𝜇, which is the driving force
behind diffusion and reactions in gases and liquids. More precisely, in a
reaction where 𝑖 reactants go in and 𝑗 products come out, so that in total
𝑘 = 𝑖 + 𝑗 substances are involved, one may define the corresponding chemical
affinity in terms of the corresponding chemical potentials, 𝜇𝑘, weighted by the
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stoichiometric coefficients, 𝑛𝑘, and the molar masses, 𝑀𝑘:

𝐴 = −∑
𝑘

𝑛𝑘𝑀𝑘𝜇𝑘 = +∑
in,𝑖

⋃︀𝑛𝑖⋃︀𝑀𝑖𝜇𝑖 − ∑
out,𝑗

𝑛𝑗𝑀𝑗𝜇𝑗. (2.5.2)

This notion is explained, for example, in the textbook on chemical thermo-
dynamics by Prigogine and Defay [68], Chapter III, Section 3 ff. and Chapter
IV. If the entropy principle is evaluated for chemical reactions between fluids
and gases one finds that the so-called overall reaction rate, 𝜔, a “speed,” and
the scalar affinity, 𝐴, are related by the so-called de Donder inequality and de
Donder equation [67]:

𝐷 = 𝐴𝜔 ≥ 0 , 𝜔 = →𝜔 ]︀1 − exp(− 𝐴

𝑅𝑇
){︀ ≈ →𝜔 𝐴

𝑅𝑇
, (2.5.3)

where 𝐷 is the dissipation and →

𝜔 the forward reaction rate. The latter is
not a vector as the strange chemical engineering notation might lead us to
suspect. The arrow is merely supposed to indicate a forward reaction. In fact,
in equilibrium, for which Eqn. (2.5.3)2 holds, we may write →𝜔 = ←𝜔, the latter
being the backward reaction rate. In the terminology of TIP,2 we may simply
say that the de Donder results are nothing else but consequences following from
exploitation of the entropy principle in combination with a linear flux-force
concept. For mechanical engineers it seems worthwhile mentioning that the
forward reaction rate can be interpreted as a volumetric flow of chemicals and,
consequently, carries the units dim→

𝜔 = kmol
m3

m
s .

In the aforementioned papers by Freidin et al. it was pointed out that,
first, in reactions involving solids the Eshelby tensors assume the role of the
chemical potentials after double scalar multiplication with the normal vector,
𝑁 , corresponding to the reference configuration of a surface element of the
reaction front:

𝜇𝑘 = 𝑁 ⋅𝑀 𝑘 ⋅𝑁 , 𝑀 𝑘 ∶= 𝐵𝑘, (2.5.4)
where 𝑀 𝑘 is called the chemical potential tensor of species 𝑘. In fact, in the
case of a gas or fluid we may write:

𝑀 = 𝜇1, (2.5.5)

Second, an analogue to the chemical affinity for solid reactions can be
obtained as follows:

𝐴𝑁𝑁 = −∑
𝑘

𝑛𝑘𝑀𝑘𝜇𝑘 ≡ −∑
𝑘

𝑛𝑘𝑀𝑘𝑁 ⋅𝑀 𝑘 ⋅𝑁 . (2.5.6)

In addition one can also define a chemical affinity tensor by:

𝐴 = −∑
𝑘

𝑛𝑘𝑀𝑘𝑀 𝑘. (2.5.7)

2Thermodynamics of Irreversible Processes, see [56].
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so that
𝐴𝑁𝑁 = 𝑁 ⋅𝐴 ⋅𝑁 . (2.5.8)

Third, evaluation of the entropy principle allows to show that the dissipation
rate, 𝐷, is now given by:

𝐷 = 𝐴𝑁𝑁𝜔𝑁 ≥ 0, (2.5.9)
where 𝜔𝑁 is the reaction rate at a surface element of the reaction front with the
reference normal 𝑁 . The requirement for positive-definiteness of the dissipation
rate is satisfied if we put:

𝜔𝑁 = →𝜔 ]︀1 − exp(−𝐴𝑁𝑁

𝑅𝑇
){︀ ≈ →𝜔𝐴𝑁𝑁

𝑅𝑇
, (2.5.10)

where 𝑅 =8.314 kJ
kmol K denotes the ideal gas constant and 𝑇 is absolute temper-

ature.
𝜔𝑁 is related to the normal propagation speed of the front. To make this

explicit we will now specialize the equations to dry silicon oxidation according
to Eqn. (2.3.2) and obtain from Eqns. (2.5.5) and (2.5.7):

𝐴 = ⋃︀𝑛−⋃︀𝑀−𝑀 − + ⋃︀𝑛∗⋃︀𝑀∗𝜇∗1 − 𝑛+𝑀+𝑀 + ≡ (2.5.11)
−J⋃︀𝑛⋃︀𝑀𝑀K + ⋃︀𝑛∗⋃︀𝑀∗𝜇∗1,

where jump brackets, J⋅K, which are frequently used in context with singular
interfaces, denote the difference of a quantity on the plus and on the minus
side. This implies that all quantities involved are understood as “left” and
“right” limit values and must be evaluated accordingly.

Before we start to detail this equation any further, it is only fair to point
out that similar results have been presented in [47], [55], or [56], but not from a
chemical engineering point-of-view and not in context with chemical reactions
but for mass-conserved phase transformations. If we simplify their results we
may write in analogy to Eqns. (2.5.11)2 and Eqns. (2.5.3)1 in terms of a mass
flow across the singular interface:

𝑁 ⋅ J𝐵K ⋅𝑁𝜌𝑊 ≥ 0, (2.5.12)

where 𝑊 = 𝑉 ⋅𝑁 is the velocity associated with the flow of mass, 𝜌𝑉 , normal
to the interface, w.r.t. the reference configuration. Hence within the framework
of a linear theory we must put as in Eqns. (2.5.10)2:

𝜌𝑊 ∼ 𝑁 ⋅ J𝐵K ⋅𝑁 . (2.5.13)

In view of this it is our next goal to rewrite Eqn. (2.5.10)2 in terms of a normal
velocity, which will allow us to study the growth and progression of an interface
explicitly. However, in order to do that we must first introduce some kinematic
relations pertinent to our reaction.
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2.6 Mathematical treatment of silicon oxidation – The
full picture

2.6.1 Relevant kinematic quantities

We will now go through the statements on kinematics made by Freidin et al.
[25], [27], [28], [26] for a simple reason. For the sake of brevity the details in that
paper had to be kept to a minimum and many things were left unsaid to be read
between the lines. We also warn our readers to be ready to accept a notation
which looks clumsy on first glance but which has proven to be necessary when
studying chemical reactions of the kind specified in Eqn. (2.1.1).

Figure 2.5: Kinematics of the solid-gas-solid reaction 𝑛−𝐵− + 𝑛∗𝐵∗ ⇌ 𝑛+𝐵+.

Recall the general reaction shown in Eqn. (2.1.1) and consider the corre-
sponding situation depicted in Fig. 2.5. In the configuration on the very right
the gas “∗” has penetrated the solid skeleton region 𝜐+2 up to the current
interface, which is identifiable by a thick black line, 𝛾. The region beyond
that line, 𝜐−, still contains original not reacted material. Due to the volume
expansion both regions will deform and carry stresses and strains.

In order to characterize the deformation we consider two current linear
segments, d𝑥+ ∈ 𝜐+ and d𝑥− ∈ 𝜐−, in both regions. We wish to link them to line
segments in unstressed solid reference configurations. Two such configurations
come to mind. The first one consists of a solid completely made of “−” material.
It is shown on the upper left of the figure. The second one is a solid consisting
exclusively of the product material, “+.” It is shown on the lower left. Note
that in both reference configurations we have indicated the images, 𝛤 and
𝛤 ∗, of the current interface, 𝛾, by black dotted lines. Clearly these are purely
geometrical, unphysical objects. However, they allow us to identify four image
volumes of 𝜐±. These are denoted by 𝑉± and 𝑉 ∗

±
, respectively. Again, they are

purely geometrical objects. They are related to reference configurations, hence,
the capital letters. Moreover, the upper index “∗” is used to distinguish both
sets from each other and to indicate that the second set is made of the reaction
product due to the chemical reaction between the “−” material and the gaseous

2Note that we denote quantities of the current configuration by small letters.
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agent “∗.” We are now in a position to link four linear line segments in the two
reference configurations, d𝑋± and d𝑋∗

±
, by means of deformation gradients,

𝐹 , as follows:
d𝑥± = 𝐹 ± ⋅ d𝑋± , d𝑥± = 𝐹 ∗

±
⋅ d𝑋∗

±
(2.6.1)

with d𝑥± ∈ 𝜐±, d𝑋± ∈ 𝑉±, and d𝑋∗

±
∈ 𝑉 ∗

±
. All of the mappings (i.e., deformation

gradients) used in these equations are shown in Fig. 2.5. From Eqns. (2.6.1) we
get in the usual fashion Nanson formulae for the directed surface elements:

d𝑎±𝑛± = 𝐽±d𝐴± 𝐹 −⊺

± ⋅𝑁 ± , d𝑎±𝑛± = 𝐽∗± d𝐴∗

± 𝐹 ∗−⊺

± ⋅𝑁∗

± (2.6.2)

and transformation relations for the volume elements:

d𝜐± = 𝐽±d𝑉± , d𝜐± = 𝐽∗± d𝑉 ∗

± , (2.6.3)

where 𝐽 denote the determinants of the deformation gradients, e.g., 𝐽∗− = det𝐹 ∗

− .
There is yet another mapping shown in the figure, namely 𝐹 ∗. Note that it

was not entitled 𝐹 ∗

± , because it relates the stress-free reference configuration of
the chemically unaffected to the fully affected one, independently of the regions
𝑉± and 𝑉 ∗

± . The symbol “∗” was used to emphasize the relevance of the gaseous
agent during the reaction.

Consequently, between the volume elements of the two stress free reference
configurations the following relations hold:

d𝑉 ∗

± = 𝐽∗d𝑉±, 𝐽∗ = det𝐹 ∗. (2.6.4)

Moreover, as usual, multiplicative decomposition applies:

𝐹 ± = 𝐹 ∗

± ⋅𝐹 ∗ ⇒ 𝐽± = 𝐽∗± 𝐽∗. (2.6.5)

Note that Eqns. (2.6.4) and (2.6.5) are consistent with Eqns. (2.6.3) for we
may write:

d𝜐± = 𝐽±d𝑉± = 𝐽∗± 𝐽∗d𝑉± ≡ 𝐽∗± d𝑉 ∗

± . (2.6.6)

2.6.2 Mass densities

We now turn to the definition and calculation of several mass densities in the
various configurations. This will be based on the conservation or addition
of mass to the various volume elements involved. We start by saying that
we consider the mass densities of the two stress free reference configurations,
𝑉 = 𝑉+ ∪ 𝑉− and 𝑉 ∗ = 𝑉 ∗

+ ∪ 𝑉 ∗

− , as given and we denote them by 𝜌0− and 𝜌∗0+
2,

2Note that in this case we depart from our convention that capital letters signal quantities
in the reference configuration. The capital Greek letter rho looks like a 𝑃 , which makes it
difficult to recognize as a mass density. To make both ends meet we have decided to use an
index 0 for indicating the reference configuration.
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respectively. Moreover, we denote by d𝑚+ the mass of reaction product material
“+” inside of the volume element d𝜐+ and (by definition) the mass inside of
d𝑉 ∗

+
3. By d𝑚− we refer to the mass of the solid reactant component inside

of d𝜐− and (by definition) inside of the volume elements d𝑉−4. Then we may
write:

𝜌∗0+ ≡
d𝑚+

d𝑉 ∗

+
= 𝑁+𝑀+

𝑁Avod𝑉 ∗

+
, 𝜌0− ≡

d𝑚−

d𝑉−
= 𝑁−𝑀−

𝑁Avod𝑉−
, (2.6.7)

𝑁− and 𝑁+ being the number of particles of “+” and “−” in the corresponding
volume elements. The chemical reaction requires 𝑁+

𝑁− =
𝑛+
⋃︀𝑛−⋃︀ to hold. Then we

find by mutual insertion:

𝜌0−

𝜌∗0+
= ⋃︀𝑛−⋃︀𝑀−d𝑉 ∗

+

𝑛+𝑀+d𝑉−
≡ ⋃︀𝑛−⋃︀𝑀−

𝑛+𝑀+
𝐽∗ ⇒ 𝐽∗ =

𝑛+𝑀+𝜌0−

⋃︀𝑛−⋃︀𝑀−𝜌∗0+
. (2.6.8)

The right hand side contains only known quantities and allows us to calculate
the volumetric part of the deformation gradient 𝐹 ∗. If we assume that the
reaction occurs isotropically this is all we need to know. In this case we have:

𝐹 ∗ = 𝑓∗1 ⇒ 𝐽∗ = 𝑓 3
∗

⇒ 𝑓∗ = (
𝑛+𝑀+𝜌0−

⋃︀𝑛−⋃︀𝑀−𝜌∗0+
)

1⇑3

. (2.6.9)

As far as the current mass densities are concerned we may turn to Eqns.(2.6.3)1
and write:

𝐽− =
d𝜐−
d𝑉−

=
d𝜐−⇑d𝑚−
d𝑉−⇑d𝑚−

= 𝜌−
𝜌0−

⇒ 𝜌− = 𝐽−𝜌0−, (2.6.10)

𝐽+ =
d𝜐+
d𝑉+

=
d𝜐+⇑d𝑚+
d𝑉+⇑d𝑚+

= 𝜌+
𝜌0+

⇒ 𝜌+ = 𝐽+𝜌0+.

Thus, as usual, both current densities can be calculated from the afore-
mentioned reference densities once the deformations have been determined.
Moreover, it is now straightforward to conceive two further reference densities,
namely 𝜌0+, i.e., the mass density related to the product region of the reference
configuration completely consisting of “−” material, and and 𝜌∗0−, which is the
mass density for the reactant region of the reference configuration completely
made of “+” material. However, due to the way both reference configurations
were constructed physics tells us that we must have 𝜌0+ ≡ 𝜌0− and 𝜌∗0− ≡ 𝜌∗0+. We
now require the mass d𝑚− to be also present in d𝑉 ∗

− . This is not self-evident,
because after all d𝑉 ∗

− belongs to the region 𝑉 ∗

− , which is completely made of
“+” material. Since d𝑚− = 𝜌−d𝜐− we then find:

𝜌∗0− = 𝜌−
d𝜐−
d𝑉 ∗

−
= 𝜌−

d𝜐−⇑d𝑚−

𝑓 3
∗

d𝑉 −⇑d𝑚−
≡ 𝜌0−

𝑓 3
∗

, (2.6.11)

3not inside of d𝑉 ∗
−

4not inside of d𝑉+
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because of Eqns. (2.6.4)1 and (2.6.9)2. Then because of the aforementioned
equalities 𝜌0+ and 𝜌∗0− we also immediately conclude that:

𝜌∗0+ =
𝜌0−

𝑓 3
∗

≡ 𝜌0+

𝑓 3
∗

. (2.6.12)

The last set of mass densities to be introduced concerns the gaseous agent
“∗.” In view of the previously established nomenclature its mass is given by
d𝑚∗ = 𝜌∗d𝜐+ = 𝜌∗0∗d𝑉 ∗

+ = 𝜌0∗d𝑉+, where 𝜌∗ is the current mass density of the gas,
i.e., a real and physics based quantity. Moreover, 𝜌∗0∗ stands for the mass density
of gas in the product region, 𝑉 ∗

+ , of the reference configuration completely made
of product material,“+.”. As such it is fictitious, per se. Finally, 𝜌0∗ must be
interpreted as the mass density of gas in the product region, 𝑉+, of the reference
configuration consisting exclusively of reactant material, “−.” As such it is
equally fictitious. Nevertheless, it is then possible to establish the following
relations between them:

𝜌0∗ = 𝜌∗0∗
d𝑉 ∗

+

d𝑉+
= 𝜌∗0∗𝐽∗ = 𝑓 3

∗
𝜌∗0∗, (2.6.13)

where Eqn. (2.6.4)1 has been used. Moreover,

𝜌∗
𝜌∗0∗

= d𝑉 ∗

+

d𝜐+
=

d𝑉 ∗+⇑d𝑚+
d𝜐+⇑d𝑚+

= 𝜌+
𝜌∗0+

. (2.6.14)

This relation shows that the gas densities in the reactant regions must
match the corresponding densities of the solids in there. Later on we will also
use gas concentration values. Concentrations can be obtained from the mass
densities by dividing them by the molar masses. Hence we have:

𝑐∗0 ∶=
𝜌∗0∗
𝑀∗

, 𝑐0 ∶=
𝜌0∗

𝑀∗

≡ 𝑓 3
∗
𝑐∗0 , (2.6.15)

the latter because of Eqn. (2.6.13). 𝑐∗0 and 𝑐0
2 should be interpreted as molar

concentrations of the gas constituent in units of kmol/m3 related to the two
regions 𝑉− and 𝑉 ∗

− in the reference configurations made completely of “-" and
of “+” material, respectively.

2.6.3 Stress tensors

Following the general definition of the first Piola stress tensor shown after
Eqn. (2.5.1) we may write down the following expressions for both regions of
the two reference configurations:

𝑃 ± = 𝐽±𝜎± ⋅𝐹 −⊺
± , 𝑃 ∗

± = 𝐽∗± 𝜎± ⋅𝐹 ∗−⊺
± . (2.6.16)

2Note that we do not write 𝑐∗0∗ and 𝑐0∗ because concentrations are only used in context
with the gas constituent which makes a second index “∗” unnecessary.
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If we now use Eqn. (2.6.5) it is a matter of tensor algebra to show that 𝑃 ±
and 𝑃 ∗

± are related as follows:

𝑃 ± = 𝐽∗𝑃 ∗

± ⋅𝐹 −⊺
∗
. (2.6.17)

Note that this relation does not make use of an isotropic form for 𝐹 ∗−⊺
± .

However, if we make use of Eqn. (2.6.9)1⇑2 we find that:

𝑃 ± = 𝑓 2
∗
𝑃 ∗

± . (2.6.18)

If we now use this result and combine it with Eqn. (2.6.5)1 and Eqn. (2.6.11)
we find the following identity relevant for the tensors of chemical potentials:

1
𝜌0±

𝐹 ⊺
± ⋅𝑃 ± =

1
𝜌∗0±

𝐹 ∗⊺
± ⋅𝑃 ∗

± . (2.6.19)

Finally, based on the relations above the Nanson formulae Eqn. (2.6.2)
allows us to prove the equality of the surface tractions of the current and the
two reference configurations:

𝜎± ⋅𝑛± d𝑎± = 𝑃 ± ⋅𝑁 ± d𝐴± = 𝑃 ∗

± ⋅𝑁∗

± d𝐴∗

± . (2.6.20)

This shows very clearly that the concept of reference configurations is
nothing but a mathematical convenience leaving the physics unchanged. In
context with the last equation another remark is in order. The normals on
the surfaces of the various involved regions, i.e., 𝜕𝜐±, 𝜕𝑉± and 𝜕𝑉 ∗

± , point
in outward direction. However, a part of these surfaces coincides with the
interface, 𝛾, 𝛤 , or 𝛤 ∗. We define its normal, 𝑛, 𝑁 , or 𝑁∗ to point from the
product to the reactant regions, “+” and “−”, respectively. Hence, we may write
𝑛 = −𝑛− = 𝑛+, 𝑁 = −𝑁 − = 𝑁 +, and 𝑁∗ = −𝑁∗

− = 𝑁∗

+ . In particular, for an
isotropic deformation according to Eqn. (2.6.9) we must have on the interface:

𝑛 = 𝑁 = 𝑁∗ ⇒ d𝐴∗ = 𝑓 2
∗
d𝐴 (2.6.21)

the latter because of Eqns. (2.6.2) and (2.6.5).

2.6.4 Chemical affinities and their jumps – The general case

We now return to Section 2.5 and obtain the following explicit expressions
for the two chemical potential tensors and the chemical potential involved in
Eqn. (2.5.11):

𝑀 − = 𝑓−1 −
1
𝜌0−

𝐹 ⊺
− ⋅𝑃 −, 𝑀 + = 𝑓+1 −

1
𝜌∗0+

𝐹 ∗⊺
+ ⋅𝑃 ∗

+ , 𝜇∗ = 𝑓∗ +
𝑝∗
𝜌∗
. (2.6.22)

Lecture Notes of  TICMI, vol. 16, 2015

26 



If we make use of Eqns. (2.6.9), (2.6.12), and (2.6.19) the chemical affinity
tensor (2.5.11) may be rewritten as follows:

𝐴 = ⋃︀𝑛−⋃︀𝑀−

𝜌0−
)︀(𝑤0− − 𝑓 3

∗
𝑤∗

0+)1 + J𝐹 ⊺ ⋅𝑃 K⌈︀ + ⋃︀𝑛∗⋃︀𝑀∗𝜇∗1 (2.6.23)

where
𝑤0− ∶= 𝜌0−𝑓− , 𝑤0+ ∶= 𝜌∗0+𝑓+ (2.6.24)

are the free energy densities (a.k.a. the stored energy densities) across the
reaction front. This relation forms a basis for calculating the normal component
𝐴𝑁𝑁 to be used as the driving force in Eqn. (2.5.10). If we assume a perfect
interface bond, i.e., make use of kinematic compatibility conditions for a
coherent interface in combination with the jump condition of the momentum
balance the following expression can be derived (see [28] for details):2

𝐴𝑁𝑁 = ⋃︀𝑛−⋃︀𝑀−

𝜌0−
(𝑤0− − 𝑓 3

∗
𝑤∗

0+ +𝑃− � J𝐹 K + 𝑓 3
∗

𝜌∗0+
𝜌+
𝑝∗) + ⋃︀𝑛∗⋃︀𝑀∗𝜇∗. (2.6.25)

2.6.5 Normal speed of the interface

We now return to Eqn. (2.5.10) and detail the normal speed, 𝑊𝑛, of an interface
point. For this purpose we, first, note that it is customary to rewrite the
forward reaction rate →𝜔 as a product between the so-called kinetic constant, 𝑘,
and the concentration, 𝑐. In other words, one separates →𝜔 into its transport/flow
properties, i.e., 𝑘, and into the transported quantity, i.e., the chemical mass
involved, i.e., 𝑐. However, because of the two reference configurations, the
situation in our case is slightly convoluted and we must distinguish between:

→

𝜔0 = 𝑘0𝑐0 and →

𝜔 ∗

0 = 𝑘∗0 𝑐∗0 . (2.6.26)

As far as the choice of indices is concerned the reader should observe the
remarks in the footnote written in context with the definition of the various
concentrations shown in Eqn. (2.6.15).

Now, if we observe the mass balances for singular interfaces with chemical
production we may calculate two normal velocities associated with the virtual
mappings, 𝛤 and 𝛤 ∗, of the two reference configurations indicated by dashed
lines in Fig. 2.5 (see [28] for details):

𝑊 ∗ = 𝑛+𝑀+

𝜌∗0+
𝑘∗0 𝑐

∗

0 ]︀1 − exp(−𝐴𝑁𝑁

𝑅𝑇
){︀ ≈ 𝑛+𝑀+

𝜌∗0+
𝑘∗0 𝑐

∗

0

𝐴𝑁𝑁

𝑅𝑇
, (2.6.27)

𝑊 = ⋃︀𝑛−⋃︀𝑀−

𝜌0−
𝑘0𝑐0 ]︀1 − exp(−𝐴𝑁𝑁

𝑅𝑇
){︀ ≈ ⋃︀𝑛−⋃︀𝑀−

𝜌0−
𝑘0𝑐0

𝐴𝑁𝑁

𝑅𝑇
.

Note that we have expressed 𝑊 ∗ in terms of “+” and 𝑊 in terms of “−”
quantities as pertinent to the reference configurations, 𝑉 ∗ and 𝑉 , they serve.

2We denote by “�” the outer double dot product, 𝐴 �𝐵 ∶= 𝐴𝑖𝑗𝐵𝑖𝑗 , and by “∶” the inner
double dot product, 𝐴∶𝐵 ∶= 𝐴𝑖𝑗𝐵𝑗𝑖.
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2.6.6 Specialization to Hookean solids and ideal gases

Recall that the results so far hold for large deformations and for solids and gases
of rather general constitutive form. We will now change this and specialize to
linear Hookean solids and to ideal gases. Hence we may write:

𝑤0− ≈ 𝑤− = 𝜂−(𝑇 ) + 1
2𝜖−∶𝜎− , (2.6.28)

𝑤0+ ≈ 𝑤+ = 𝜂+(𝑇 ) + 1
2(𝜖+ − 𝜖ch)∶𝜎+,

where 𝜖ch = 𝜖ch1, 𝜖ch = 0.03 according to [28]. Moreover, 𝜂±(𝑇 ) are the chemical
parts of the free energy density of the “+” and of the “−” materials, respectively.
More specifically, the Cauchy stresses, 𝜎±, are related to the elastic strains via
Hooke’s law for isotropic materials:

𝜎+ = 𝐶+∶ (𝜖+ − 𝜖ch) ≡ 𝜆+ Tr 𝜖+ 1 + 2𝜇+𝜖+ − 3𝑘+𝜖ch 1, (2.6.29)

𝜎− = 𝐶−∶ 𝜖− ≡ 𝜆− Tr 𝜖− 1 + 2𝜇−𝜖−,
𝐶± being the general stiffness tensors for anisotropic linear elastic media, 𝜆±
and 𝜇± referring to Lamé’s constants, and 𝑘+ = 1

3(3𝜆+ + 2𝜇+) being the bulk
modulus.

The molar chemical potential of a (single) ideal gas is given by:

𝑀∗𝜇∗ ≡𝑀∗𝑔∗(𝑇, 𝑐) = 𝜂∗(𝑇 ) +𝑅𝑇 ln 𝑐∗0
𝑐∗0,ref

≡ 𝜂∗(𝑇 ) +𝑅𝑇 ln 𝑐0

𝑐0,ref
, (2.6.30)

where 𝑔∗(𝑇, 𝑐) is the specific Gibbs free energy in units of kJ⇑kg, 𝑅 =8.314 kJ
kmol K

denotes the ideal gas constant, and 𝑐∗0,ref and 𝑐0,ref are reference concentrations
pertinent to the two reference configurations, which have to be chosen suitably.
One possible way (see [28]) is to identify them with the molar gas concentrations
at the outer surface of the to-be-oxidized body. Moreover, since 𝑔 = 𝑢 − 𝑇𝑠 + 𝑝⇑𝜌
(𝑢, 𝑠, and 𝑝 being the specific internal energy, entropy, and the (gas) pressure,
respectively) we have for the molar chemical potential at the concentration
𝑐∗0,ref

2 (see [60], pg. 141, 143, 316):

𝜂∗(𝑇 ) = 𝜁𝑅𝑇 +𝑀∗𝑢
∗

0,ref −𝑀∗𝑇𝑠
∗

0,ref − 𝜁𝑅𝑇 ln 𝑇

𝑇 ∗

0,ref

≡ (2.6.31)

(𝜁 + 1)𝑅𝑇 − 𝜁𝑅𝑇 ln 𝑇

𝑇 ∗

0,ref

−𝑀∗𝑇𝑠
∗

0,ref , 𝜁 =
)︀⌉︀⌉︀⌉︀⌋︀⌉︀⌉︀⌉︀]︀

3⇑2
5⇑2
3

if
monatomic
biatomic
multiatomic

gas.

Note that in this equation we have chosen the symbol 𝜂 even though it is not
really a free energy density as in Eqns. (2.6.28).

2or at the concentration 𝑐0; then, however, we must substitute the reference values for
the specific internal energy, the entropy, and for the temperature by 𝑢0,ref, 𝑠0,ref, and 𝑇0,ref,
respectively.
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If we insert this into Eqn. (2.6.25) we arrive at the following expression for
the normal component of the chemical potential tensor:

𝐴𝑁𝑁 = ⋃︀𝑛−⋃︀𝑀−

𝜌0−
)︀𝛾(𝑇 ) + 1

2𝜖−∶𝜎− − 1
2 (𝜖+ − 𝜖ch1) ∶𝜎+ + 𝜎−∶ J𝜖K⌈︀+ (2.6.32)

⋃︀𝑛∗⋃︀𝑅𝑇 ln 𝑐0

𝑐0,ref
,

where because of Eqn. (2.6.9)3 we have defined:

𝛾(𝑇 ) ∶= 𝜂−(𝑇 ) − 𝑓 3
∗
𝜂+(𝑇 ) +

𝜌0−

⋃︀𝑛−⋃︀𝑀−
⋃︀𝑛∗⋃︀ 𝜂∗. (2.6.33)

2.6.7 Equilibrium and diffusion

According to Eqns. (2.5.4), (2.5.8), and (2.5.11) the normal component of the
chemical potential tensor assumes the following compact form:

𝐴𝑁𝑁 (𝑐∗0) = ⋃︀𝑛−⋃︀𝑀−𝜇− + ⋃︀𝑛∗⋃︀𝑀∗𝜇∗ (𝑐∗0) − 𝑛+𝑀+𝜇+. (2.6.34)

Note that we have explicitly indicated its dependence on gas concentration,
which is exclusively given by the chemical potential of the gas constituent,
𝜇∗ (𝑐∗0). We may calculate the equilibrium concentration, 𝑐∗0,eq, for a given state
of stress by requiring:

𝐴𝑁𝑁 (𝑐∗0,eq)
!= 0. (2.6.35)

If this condition is met the reaction front will stop moving, since equilibrium
has been reached. However, independent of this relation, the concentrations, 𝑐,
of the gas within the + region will develop according to a diffusion equation.
The simplest one follows from a diffusion flux, 𝐽 , according to Fick’s law:

𝐽 = −𝐷∇𝑐, (2.6.36)

𝐷 being the diffusion constant. If we assume that 𝐷 is truly a “constant” and
if diffusion has reached a stationary state the governing equation is:

𝜕𝑐

𝜕𝑡
+∇ ⋅ 𝐽 = 0 ⇒ Δ𝑐 = 0, (2.6.37)

Note that Eqn. (2.6.36) is only the simplest form of a diffusion flux. In fact,
the idea of the whole paper is that diffusion (and this includes the propagation
of reaction fronts) is not only driven by spatial variations of concentration
but also by mechanical stress. Hence, it seems natural to include stresses in a
diffusion flux as well. In fact, we will do so later when we will discuss spinodal
decomposition in tin-lead solders. However, in context with silicon oxidation
we shall not, one reason for that being that the appropriate thermodynamics
framework should be set up first.
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The second order PDE (2.6.37) must still be complemented by two boundary
conditions. We will get back to them shortly. In the meantime, note that we
may write down Eqn. (2.6.34) twice, once for the equilibrium concentration,
𝑐∗0,eq, and once for the concentration 𝑐∗0,𝛤∗ at the reaction front, 𝛤 ∗ (say). If we
subtract both results from each other, the terms containing stresses will cancel.
Because of the equilibrium condition, Eqn. (2.6.35), we may then write:

𝐴𝑁𝑁 = ⋃︀𝑛∗⋃︀𝑀∗ )︀𝜇∗ (𝑐∗0,𝛤∗) − 𝜇∗ (𝑐∗0,eq)⌈︀ . (2.6.38)

Now we argue that 𝑐∗0,𝛤∗ and 𝑐∗0,eq are not far apart, in other words the whole
oxidation process is always close to equilibrium. This allows us to expand the
first term in the parentheses of Eqn. (2.6.38) into a Taylor series around 𝑐∗0,eq

leading to:

𝐴𝑁𝑁 = ⋃︀𝑛∗⋃︀𝑀∗

𝜕𝜇∗
𝜕𝑐

⋁︀
𝑐∗0,eq

(𝑐∗0,𝛤∗ − 𝑐∗0,eq) . (2.6.39)

If we now use the explicit form of the chemical potential of an ideal gas
shown in Eqn. (2.6.30) we arrive at:

𝐴𝑁𝑁

𝑅𝑇
= ⋃︀𝑛∗⋃︀

𝑐∗0,𝛤∗ − 𝑐∗0,eq

𝑐∗0,eq

≈ ⋃︀𝑛∗⋃︀
𝑐∗0,𝛤∗ − 𝑐∗0,eq

𝑐∗0,𝛤∗
. (2.6.40)

This is a good form to be used for computing the interface speed according to
Eqn. (2.6.27)1, when evaluated for 𝑐∗0 ≡ 𝑐∗0,𝛤∗ :

𝑊 ∗ = 𝑛+𝑀+

𝜌∗0+
𝑘∗0 ⋃︀𝑛∗⋃︀ (𝑐∗0,𝛤∗ − 𝑐∗0,eq) . (2.6.41)

Note that the same line of reasoning applies to the interface image 𝛤 of the
“−" reference configuration and Eqn. (2.6.27)2 then becomes:

𝑊 = ⋃︀𝑛−⋃︀𝑀−

𝜌0−
𝑘0 ⋃︀𝑛∗⋃︀ (𝑐0,𝛤 − 𝑐0,eq) . (2.6.42)

Eqns. (2.6.40)-(2.6.42) deserve a discussion. For a progressing oxidation
it is obviously necessary that 𝑊 ∗ > 0 or 𝑊 > 0. Moreover, in view of the
dissipation inequality, Eqn. (2.5.9), it is then also required that 𝐴𝑁𝑁 > 0.
Both is guaranteed if 𝑐∗0,𝛤∗ − 𝑐∗0,eq > 0 ⇒ 𝑐∗0,𝛤∗ > 𝑐∗0,eq or 𝑐0,𝛤 − 𝑐0,eq > 0 ⇒
𝑐0,𝛤 > 𝑐0,eq. If these inequalities are not fulfilled the oxidation will stagnate
(for the case of equilibrium where equality between the interface and the
equilibrium concentrations holds) or even locked (for the case when the interface
concentration is smaller than the equilibrium concentration). Moreover, in
view of Fick’s law (2.6.36) it seems obvious that diffusion will only take place
if there is a gradient between the concentrations 𝑐∗0,𝐴∗+

or 𝑐0,𝐴+ on the surfaces,
𝐴∗

+ or 𝐴+, of the two reference configurations and the concentrations, 𝑐∗0,𝛤∗ or
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𝑐0,𝛤 , right at the interface, 𝛤 ∗ or 𝛤 . Hence the following chain of inequalities
must hold in order to prevent interface locking:

𝑐∗0,𝐴∗+
> 𝑐∗0,𝛤∗ > 𝑐∗0,eq , 𝑐0,𝐴+ > 𝑐0,𝛤 > 𝑐0,eq. (2.6.43)

After the appropriate nomenclature has been established we now turn to
the two boundary conditions required for a unique solution of the diffusion
equation Eqn. (2.6.37)2. They read:

𝑐∗0 ⋂︀𝐴∗+
= 𝑐∗0,𝐴∗+

, 𝐷
𝜕𝑐∗

𝜕𝑁∗
⋁︀
𝛤 ∗

= −𝑛2
∗
𝑘∗0 (𝑐∗0,𝛤∗ − 𝑐∗0,eq) , (2.6.44)

𝑐0⋂︀𝐴+
= 𝑐0,𝐴+ , 𝐷

𝜕𝑐

𝜕𝑁
𝑐⋁︀

𝛤

= −𝑛2
∗
𝑘0 (𝑐0,𝛤 − 𝑐0,eq) .

The latter is a consequence of the mass balance at singular surfaces into which
the expressions (2.6.41) or (2.6.42) for the approximate relation for the normal
velocities have been inserted. However, they can also be interpreted intuitively:
The more the concentration at the interface departs from the equilibrium
concentration the greater the mass flux2 normal to the interface will be. The
negative sign makes sense in view of Eqn. (2.6.42).

2.7 Case study – A two-dimensional planar reaction
front

2.7.1 Problem description

We consider the situation depicted in Fig. 2.6 (also see [30]: Two blocks of
solids, “+” and “−,” are separated by a planar reaction front, 𝛾. Block “+”
consists of a SiO2 skeleton infiltrated by oxygen, “∗,” and block “−” is made of
unreacted Si. Due to the reaction a change in volume occurs within “+,” which
already results in strains and stresses in both regions. In addition, it is possible
to prescribe either displacements or stresses on the faces perpendicular to the
reaction front. The objective is, first, to calculate the state of deformation and,
second, to use this information to predict the temporal development of the
reaction front, i.e., to predict its height as a function of time, ℎ(𝑡).

2.7.2 Solution of the elasticity problem for prescribed displace-
ments

The solution we seek must fulfill several restraints on the various boundaries
and along the interface. First, we require that the faces perpendicular to the

2Note that the normal derivative is calculated by 𝜕𝑐⇑𝜕𝑁 = ∇𝑋 ⋅𝑁 and vice versa for the
“+" reference configuration.
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Figure 2.6: Geometry of the planar reaction front.

interface stay perpendicular, which means that only the following (prescribed)
components of the displacement vector are different from zero:

𝑢±1 (𝑥1 = ±𝑙1, 𝑥2 ∈ (−𝑙2, 𝑙2), 𝑥3 ∈ {
(0, ℎ) for +
(ℎ,𝐻) for − ) != 𝑢0

1, (2.7.1)

𝑢±2 (𝑥1 ∈ (−𝑙1, 𝑙1), 𝑥2 = ±𝑙2, 𝑥3 ∈ {
(0, ℎ) for +
(ℎ,𝐻) for − ) != 𝑢0

2.

Second, the bottom and the top of the system are free of tractions, which
means:

𝜎+
13⇑23⇑33 (𝑥1 ∈ (−𝑙1, 𝑙1), 𝑥2 ∈ (−𝑙2, 𝑙2), 𝑥3 = 0) = 0, (2.7.2)

and
𝜎−

13⇑23⇑33 (𝑥1 ∈ (−𝑙1, 𝑙1), 𝑥2 ∈ (−𝑙2, 𝑙2), 𝑥3 =𝐻) = 0. (2.7.3)

Third, the traction vector must be continuous at the interface:

𝜎+
13⇑23⇑33 (𝑥1 ∈ (−𝑙1, 𝑙1), 𝑥2 ∈ (−𝑙2, 𝑙2), 𝑥3 = ℎ) = (2.7.4)
𝜎−

13⇑23⇑33 (𝑥1 ∈ (−𝑙1, 𝑙1), 𝑥2 ∈ (−𝑙2, 𝑙2), 𝑥3 = ℎ) .

Fourth, coherency conditions apply at the interface:

𝜖+11⇑12⇑13⇑22⇑23 (𝑥1 ∈ (−𝑙1, 𝑙1), 𝑥2 ∈ (−𝑙2, 𝑙2), 𝑥3 = ℎ) = (2.7.5)
𝜖−11⇑12⇑13⇑22⇑23 (𝑥1 ∈ (−𝑙1, 𝑙1), 𝑥2 ∈ (−𝑙2, 𝑙2), 𝑥3 = ℎ) .

Fifth, we require the following symmetry conditions for the displacements
to hold:

𝑢±1 (𝑥1 = 0, 𝑥2, 𝑥3) = 0 , 𝑢±2 (𝑥1, 𝑥2 = 0, 𝑥3) = 0 (2.7.6)
as well as prevention of rigid-body translation and continuity at the interface:

𝑢+3 (𝑥1, 𝑥2, 𝑥3 = 0) = 0, 𝑢+𝑖 (𝑥1, 𝑥2, 𝑥3 = ℎ) = 𝑢−𝑖 (𝑥1, 𝑥2, 𝑥3 = ℎ) , 𝑖 ∈ 1,2,3. (2.7.7)

If we now combine the equations of static equilibrium:

𝜕𝜎+
𝑗𝑖

𝜕𝑥𝑗

= 0 (2.7.8)

Lecture Notes of  TICMI, vol. 16, 2015

32 



with Hooke’s law from Eqns. (2.6.29) we arrive at the Lamé-Navier equations:

(𝜆± + 𝜇±) 𝜕2𝑢±𝑘
𝜕𝑥𝑖𝜕𝑥𝑘

+ 𝜇± 𝜕2𝑢±𝑖
𝜕𝑥𝑘𝜕𝑥𝑘

= 0. (2.7.9)

We now attempt to solve them by the following semiinverse ansatz :

𝑢±1 = 𝑢±1(𝑥1) , 𝑢±2 = 𝑢±2(𝑥2) , 𝑢±3 = 𝑢±3(𝑥3) (2.7.10)

and find:

𝑢±1 = 𝐴±
1𝑥1 +𝐵±

1 , 𝑢
±
2 = 𝐴±

2𝑥2 +𝐵±
2 , 𝑢

±
3 = 𝐴±

3𝑥3 +𝐵±
3 . (2.7.11)

Thus, twelve constants need to be determined. From the displacement
conditions Eqns. (2.7.6) (2.7.7) we conclude that:

𝐵±
1 = 0 , 𝐵±

2 = 0 , 𝐵+
3 = 0 , 𝐵−

3 = (𝐴+
3 −𝐴−

3)ℎ. (2.7.12)

Moreover, Eqns. (2.7.1) (2.7.2) yield:

𝐴±
1 =

𝑢0
1
𝑙1

=∶ 𝜖0
11 , 𝐴

±
2 =

𝑢0
2
𝑙2

=∶ 𝜖0
22. (2.7.13)

We now observe Hooke’s law, Eqns. (2.6.29). Then the normal stress com-
ponents in Eqns. (2.7.3) lead to:

𝐴+
3 = −

𝜆+
𝜆+ + 2𝜇+

(𝜖0
11 + 𝜖0

22) +
3𝑘+

𝜆+ + 2𝜇+
𝜖ch , 𝐴−

3 = −
𝜆−

𝜆− + 2𝜇−
(𝜖0

11 + 𝜖0
22) , (2.7.14)

whereas the shear components in that equation are identically satisfied. By
observing the results obtained so far, it turns out that all of the continuity
conditions for the stresses at the interface, Eqns. (2.7.4), are also identically
satisfied. The same holds for the coherency conditions, Eqns. (2.7.5). Finally
by inserting Eqns. (2.7.14) into Eqns. (2.7.12)3 we find:

𝐵−
3 = −(

𝜆+
𝜆+ + 2𝜇+

+ 𝜆−
𝜆− + 2𝜇−

) (𝜖0
11 + 𝜖0

22)ℎ +
3𝑘+

𝜆+ + 2𝜇+
𝜖chℎ. (2.7.15)

In summary we obtain the following final results, (a) for the displacements:

𝑢±1 = 𝜖0
11𝑥1, 𝑢

±
2 = 𝜖0

22𝑥2, 𝑢
+
3 = ]︀−

𝜆+
𝜆+ + 2𝜇+

(𝜖0
11 + 𝜖0

22) +
3𝑘+

𝜆+ + 2𝜇+
𝜖ch{︀𝑥3, (2.7.16)

𝑢−3 = − ]︀
𝜆+

𝜆+ + 2𝜇+
− 𝜆−
𝜆− + 2𝜇−

(1 − 𝑥3

ℎ
){︀ (𝜖0

11 + 𝜖0
22)ℎ+

3𝑘+
𝜆+ + 2𝜇+

𝜖chℎ ,

(b) for the strains:

𝜖±11 = 𝜖0
11 , 𝜖

±
22 = 𝜖0

22 , 𝜖
+
33 = −

𝜆+
𝜆+ + 2𝜇+

(𝜖0
11 + 𝜖0

22) +
3𝑘+

𝜆+ + 2𝜇+
𝜖ch , (2.7.17)
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𝜖−33 = −
𝜆−

𝜆− + 2𝜇−
(𝜖0

11 + 𝜖0
22) , 𝜖±12 = 𝜖±13 = 𝜖±23 = 0 ,

and (c) for the stresses:

𝜎+
11 =

2𝜆+𝜇+
𝜆+ + 2𝜇+

(𝜖0
11 + 𝜖0

22) + 2𝜇+𝜖0
11 −

3𝑘+2𝜇+
𝜆+ + 2𝜇+

𝜖ch , (2.7.18)

𝜎+
22 =

2𝜆+𝜇+
𝜆+ + 2𝜇+

(𝜖0
11 + 𝜖0

22) + 2𝜇+𝜖0
22 −

3𝑘+2𝜇+
𝜆+ + 2𝜇+

𝜖ch ,

𝜎−
11 =

2𝜆−𝜇−
𝜆− + 2𝜇−

(𝜖0
11 + 𝜖0

22) + 2𝜇−𝜖0
11 , 𝜎

−
22 =

2𝜆−𝜇−
𝜆− + 2𝜇−

(𝜖0
11 + 𝜖0

22) + 2𝜇−𝜖0
22 ,

𝜎±
33 = 𝜎±

12 = 𝜎±
13 = 𝜎±

23 = 0 ,

Note that if we specialize these results to the two-dimensional case, e.g., by
putting 𝜖0

22 = 0, we almost arrive at the results presented in [28], pg. 65. The
agreement is perfect if we take the transition from 3D to 2D into account and
substitute 3𝑘 → 2(𝜆 + 𝜇).

2.7.3 Solution of the elasticity problem for prescribed stresses

We now replace the prescribed displacements of Eqn. (2.7.1) by prescribed
normal stresses:

𝜎±
11 (𝑥1 = ±𝑙1, 𝑥2 ∈ (−𝑙2, 𝑙2), 𝑥3 ∈ {

(0, ℎ) for +
(ℎ,𝐻) for − ) != 𝜎0

11, (2.7.19)

𝜎±
22 (𝑥1 ∈ (−𝑙1, 𝑙1), 𝑥2 = ±𝑙2, 𝑥3 ∈ {

(0, ℎ) for +
(ℎ,𝐻) for − ) != 𝜎0

22.

Following [28], pg. 67 we choose the following semiinverse ansatz for the
strains:

𝜖±11 = 𝐴±
1𝑥3 +𝐵±

1 , 𝜖
±
22 = 𝐴±

2𝑥3 +𝐵±
2 , (2.7.20)

where 𝐴±
1⇑2 and 𝐵±

1⇑2 are constants. This means that the displacements read:

𝑢±1 = 𝐴±
1𝑥3𝑥1 +𝐵±

1𝑥3 +𝐶±
1(𝑥2, 𝑥3) , 𝑢±2 = 𝐴±

2𝑥3𝑥2 +𝐵±
2𝑥2 +𝐶±

2(𝑥1, 𝑥3), (2.7.21)

where 𝐶±
1(𝑥2, 𝑥3) and 𝐶±

2(𝑥1, 𝑥3) are functions of the indicated coordinates.
However, due to the symmetry conditions(2.7.6) we find that they have to
vanish identically, so that:

𝑢±1 = 𝐴±
1𝑥3𝑥1 +𝐵±

1𝑥3 , 𝑢
±
2 = 𝐴±

2𝑥3𝑥2 +𝐵±
2𝑥2. (2.7.22)

Motivated by the fact that the top and bottom surfaces of the block are free
of tractions we now require in addition to the boundary conditions established
in the previous section that:

𝜎±
13

!= 0 , 𝜎±
23

!= 0. (2.7.23)
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In combination with Hooke’s law (2.6.29) and the results (2.7.22) this leads to:

𝑢±3 = −1
2𝐴

±
1𝑥

2
1 +𝐶±

3(𝑥2, 𝑥3) ⇒ 𝜖±33 =
𝜕𝐶±

3(𝑥2, 𝑥3)
𝜕𝑥3

, (2.7.24)

𝑢±3 = −1
2𝐴

±
2𝑥

2
2 +𝐷±

3(𝑥1, 𝑥3) ⇒ 𝜖±33 =
𝜕𝐷±

3(𝑥1, 𝑥3)
𝜕𝑥3

,

where 𝐶±
3(𝑥2, 𝑥3) and 𝐷±

3(𝑥1, 𝑥3) are functions of the indicated coordinates.
Differentiation of 𝑢±3 w.r.t. 𝑥2 and 𝑥1 yields:

𝐶±
3(𝑥2, 𝑥3) = −1

2𝐴
±
1𝑥

2
2 + 𝑓 ±(𝑥3) , 𝐷±

3(𝑥1, 𝑥3) = −1
2𝐴

±
1𝑥

2
1 + 𝑔±(𝑥3), (2.7.25)

where 𝑓 ±(𝑥3) and 𝑔±(𝑥3) are functions of the indicated coordinate. However,
after insertion into Eqn. (2.7.1) we must conclude that 𝑓 ±(𝑥3) ≡ 𝑔±(𝑥3) and so:

𝑢±3 = −1
2𝐴

±
1𝑥

2
1 − 1

2𝐴
±
2𝑥

2
2 + 𝑓 ±(𝑥3), (2.7.26)

We now turn to the continuity conditions Eqn. (2.7.7)2 to find for 𝑖 = 3:

𝑓 +3 (ℎ) = 𝑓 −3 (ℎ) , 𝐴+
1 = 𝐴−

1 =∶𝐴1 , 𝐴
+
2 = 𝐴−

2 =∶𝐴2, (2.7.27)

whereas 𝑖 = 1 and 𝑖 = 2 yield:

𝐵+
1 = 𝐵−

1 =∶𝐵1 , 𝐵
+
2 = 𝐵−

2 =∶𝐵2, (2.7.28)

Thus, as an intermediate result, we note for the displacements:

𝑢1 ∶= 𝑢+1 ≡ 𝑢−1 = 𝐴1𝑥3𝑥1 +𝐵1𝑥1 , 𝑢2 ∶= 𝑢+2 ≡ 𝑢−2 = 𝐴2𝑥3𝑥2 +𝐵2𝑥2, (2.7.29)

𝑢±3 = −1
2𝐴1𝑥

2
1 − 1

2𝐴2𝑥
2
2 + 𝑓 ±(𝑥3),

and hence for the strains:

𝜖11 ∶= 𝜖+11 ≡ 𝜖−11 = 𝐴1𝑥3 +𝐵1 , 𝜖22 ∶= 𝜖22 ≡ 𝜖22 = 𝐴2𝑥3 +𝐵2, (2.7.30)

𝜖±33 = −d𝑓±
d𝑥3

, 𝜖12 ∶= 𝜖+12 ≡ 𝜖−12 = 0 , 𝜖13 ∶= 𝜖+13 ≡ 𝜖−13 = 0 , 𝜖23 ∶= 𝜖+23 ≡ 𝜖−23 = 0.

Again, motivated by the fact that the top and bottom surfaces of the block
are free of tractions we now require that the corresponding normal stresses
vanish throughout:

𝜎+
33

!= 0 , 𝜎−
33

!= 0. (2.7.31)

By using Hooke’s law (2.6.29) and the previous results we find for the
missing strain components:

𝜖+33 ≡ d𝑓+
d𝑥3

= − 𝜈+
1−𝜈+ (︀(𝐴1 +𝐴2)𝑥3 +𝐵1 +𝐵2⌋︀ + 1+𝜈+

1−𝜈+ 𝜖
ch, (2.7.32)

𝜖−33 ≡ d𝑓−
d𝑥3

= − 𝜈−
1−𝜈− (︀(𝐴1 +𝐴2)𝑥3 +𝐵1 +𝐵2⌋︀ ,
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and for the normal stresses:

𝜎+
11 ≡ 𝐸+

1−𝜈2+
(︀(𝐴1 + 𝜈+𝐴2)𝑥3 +𝐵1 + 𝜈+𝐵2⌋︀ − 𝐸+

1−𝜈+ 𝜖
ch,

𝜎−
11 ≡ 𝐸−

1−𝜈2−
(︀(𝐴1 + 𝜈−𝐴2)𝑥3 +𝐵1 + 𝜈−𝐵2⌋︀ , (2.7.33)

𝜎+
22 ≡ 𝐸+

1−𝜈2+
(︀(𝜈+𝐴1 +𝐴2)𝑥3 + 𝜈+𝐵1 +𝐵2⌋︀ − 𝐸+

1−𝜈+ 𝜖
ch,

𝜎−
22 ≡ 𝐸−

1−𝜈2−
(︀(𝜈−𝐴1 +𝐴2)𝑥3 + 𝜈−𝐵1 +𝐵2⌋︀ .

Note that because of Hooke’s law and Eqn. (2.7.30)4−6 we have:

𝜎±
12 = 0 , 𝜎±

13 = 0 , 𝜎±
23 = 0. (2.7.34)

Hence it is now fully guaranteed that the top and the bottom of the block are
free of tractions.

Inspection of Eqns. (2.7.30)1 and (2.7.33) shows that four constants remain
to be determined, 𝐴1,2 and 𝐵1,2, respectively. They can be obtained from the
equations for equilibrium of forces:

𝐻

∫
𝑥3=0

𝜎0
11d𝑥3 =

ℎ

∫
𝑥3=0

𝜎+
11⋂︀𝑥1=𝑙1

d𝑥3 +
𝐻

∫
𝑥3=ℎ

𝜎−
11⋂︀𝑥1=𝑙1

d𝑥3, (2.7.35)

𝐻

∫
𝑥3=0

𝜎0
22d𝑥3 =

ℎ

∫
𝑥3=0

𝜎+
22⋂︀𝑥2=𝑙2

d𝑥3 +
𝐻

∫
𝑥3=ℎ

𝜎+
22⋂︀𝑥2=𝑙2

d𝑥3,

and equilibrium of moments (w.r.t. 𝑥 = 0):

𝐻

∫
𝑥3=0

𝑥3𝜎
0
11d𝑥3 =

ℎ

∫
𝑥3=0

𝑥3𝜎
+
11⋂︀𝑥1=𝑙1

d𝑥3 +
𝐻

∫
𝑥3=ℎ

𝑥3𝜎
−
11⋂︀𝑥1=𝑙1

d𝑥3, (2.7.36)

𝐻

∫
𝑥3=0

𝑥3𝜎
0
22d𝑥3 =

ℎ

∫
𝑥3=0

𝑥3𝜎
+
22⋂︀𝑥2=𝑙2

d𝑥3 +
𝐻

∫
𝑥3=ℎ

𝑥3𝜎
+
22⋂︀𝑥2=𝑙2

d𝑥3.

It is advisable to integrate these relations and then rewrite them in dimensionless
form:

1
2 (𝐴1 + 𝜈+𝐴2) 𝜉2 + (𝐵1 + 𝜈+𝐵2) 𝜉 − (1 + 𝜈+) 𝜖ch𝜉+

𝛼 )︀1
2 (𝐴1 + 𝜈−𝐴2) (1 − 𝜉2) + (𝐵1 + 𝜈−𝐵2) (1 − 𝜉)⌈︀ = �̄�0

11,

2
3 (𝐴1 + 𝜈+𝐴2) 𝜉3 + (𝐵1 + 𝜈+𝐵2) 𝜉2 − (1 + 𝜈+) 𝜖ch𝜉2+ (2.7.37)

𝛼 )︀2
3 (𝐴1 + 𝜈−𝐴2) (1 − 𝜉3) + (𝐵1 + 𝜈−𝐵2) (1 − 𝜉2)⌈︀ = �̄�0

11,

1
2 (𝜈+𝐴1 +𝐴2) 𝜉2 + (𝜈+𝐵1 +𝐵2) 𝜉 − (1 + 𝜈+) 𝜖ch𝜉+
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𝛼 )︀1
2 (𝜈−𝐴1 +𝐴2) (1 − 𝜉2) + (𝜈−𝐵1 +𝐵2) (1 − 𝜉)⌈︀ = �̄�0

22,

2
3 (𝜈+𝐴1 +𝐴2) 𝜉3 + (𝜈+𝐵1 +𝐵2) 𝜉2 − (1 + 𝜈+) 𝜖ch𝜉2+

𝛼 )︀2
3 (𝜈−𝐴1 +𝐴2) (1 − 𝜉3) + (𝜈−𝐵1 +𝐵2) (1 − 𝜉2)⌈︀ = �̄�0

22,

where:

�̄�0
11⇑22 =

𝜎0
11⇑22

𝐸+⇑1−𝜈2+
, 𝜉 = ℎ

𝐻
, 𝐴1⇑2 = 𝐴1⇑2𝐻 , 𝛼 = 𝐸−

𝐸+

1 − 𝜈2
+

1 − 𝜈2
−
. (2.7.38)

2.7.4 Solution of the diffusion problem

We assume that the concentration of the gas component is only a function of
𝑥3 and that stationary conditions have been reached. Then Fick’s first and
second law, Eqns. (2.7.36) and (2.7.37) degenerate to:

𝜕2𝑐

𝜕𝑥2
3
= 0 ⇒ 𝑐 = 𝐴𝑥3 +𝐵, (2.7.39)

The two constants of integration, 𝐴 and 𝐵, can be determined from the
boundary conditions shown in Eqns. (2.6.44). We rewrite them slightly, because
in our current small strain investigation it is not necessary to distinguish
between the current and reference configurations:

𝑐(𝑥3 = 0) = 𝑐0 , 𝐷
d𝑐
d𝑥3

⋁︀
𝑥3=ℎ

= −𝑛2
∗
𝑘0 (𝑐(ℎ) − 𝑐eq) . (2.7.40)

Hence we find that:

𝑐(𝑥3) =
𝑛2
∗
𝑘0 (𝑐eq − 𝑐0)
𝐷 + 𝑛2

∗
𝑘0ℎ

𝑥3

ℎ
+ 𝑐0. (2.7.41)

and obtain for the concentration at the interface:

𝑐(ℎ) = 𝑐0 + 𝑐eq𝜅𝜉

1 + 𝜅𝜉 , 𝜅 = 𝑛
2
∗
𝑘0𝐻

𝐷
, 𝜉 = ℎ

𝐻
. (2.7.42)

If we insert this result into Eqn. (2.7.42) we obtain for the interface velocity:

𝑊 ≡𝐻 d𝜉
d𝑡 =

⋃︀𝑛−⋃︀𝑀−

𝜌0−

𝑘0 ⋃︀𝑛∗⋃︀ 𝑐0

1 + 𝜅𝜉 (1 − 𝑐eq

𝑐0
) . (2.7.43)

We define a dimensionless time by:

𝑡 ∶= ⋃︀𝑛−⋃︀𝑀−

𝐻𝜌0−
𝑘0 ⋃︀𝑛∗⋃︀ 𝑐0𝑡 (2.7.44)
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and integrate the differential equation (2.7.43):

𝜉 + 𝜅𝜉
2

2 = (1 − 𝑐eq

𝑐0
) 𝑡 ⇒ 𝜉 = −1

𝜅
+ 1
𝜅

}︂
1 + 2𝜅(1 − 𝑐eq

𝑐0
) 𝑡, (2.7.45)

if the initial conditions 𝜉 = 0 for 𝑡 = 0 are used, unphysical relations for 𝜉 are
ignored, and, most importantly, 𝑐eq⇑𝑐0 does not depend on 𝜉. As we shall see, the
latter is the case if we prescribe displacements. If stresses are applied on the
boundaries, a numerical solution is required, since in that case 𝑐eq⇑𝑐0 depends on
the height 𝜉 of the reaction front in a complicated manner. This is the famous
parabolic growth law often encountered in context with diffusion-controlled
growth processes and, in particular, for the case of silicon oxidation (see [17] or
[42]). Note that Kao et al. [42] criticize using such a relationship in context
with silicon oxidation. However, their idea is to relate the departure from
the parabolic law to a geometric effect, and they demonstrate it by studying
cylindrical structures. We could have done this as well, but there is another
effect that brings in nonlinearity in 𝜉: The concentration 𝑐eq depends on it as
well, because it is governed by the equilibrium relation (2.6.36) into which the
stresses enter (cf, Eqns. (2.6.32) and (2.6.32)), and the stresses are complex
functions of 𝜉, at least if we prescribe external stresses (cf., Eqn. (2.6.37)).

Nevertheless, if we turn to the case of prescribed displacements, there is an
effect of the stresses on the equilibrium concentration as well, although it is
independent on 𝜉. However, the advantage of this case is that the relation for
equilibrium concentration, 𝑐eq, can be written down in a relatively concise form.
We start from Eqn. (2.6.32), observe Eqn. (2.6.35), and insert Eqns. (2.7.17)
and (2.7.18) to find:

𝛾(𝑇 )
𝛾∗

+ 1
2 ⌊︀(

𝐸−
𝐸+

1−𝜈+
1−𝜈2−

− 1
1+𝜈+)

𝜖0
11

2 + 𝜖0
22

2

𝜖ch2 + 2 (𝐸−
𝐸+

𝜈−(1−𝜈+)
1−𝜈2−

− 𝜈+
1+𝜈+)

𝜖0
11𝜖

0
22

𝜖ch2 +

2𝜖
0
11 + 𝜖0

22
𝜖ch − 2}︀ = − ⋃︀𝑛∗⋃︀⋃︀𝑛−⋃︀

𝑅𝑇𝜌0−

𝑀−𝛾∗
ln𝑐eq

𝑐0
, 𝛾∗ =

𝐸+

1 − 𝜈+𝜖
ch2. (2.7.46)

Also recall that for a moving interface we must have (cf., Eqn. (2.6.43)):

𝑐0 > 𝑐(ℎ) > 𝑐eq. (2.7.47)

2.7.5 Materials data

Following [28] the data compiled in Table 2.1 has been used for numerical
analysis. Moreover, we also choose 𝜖ch = 0.03 and assume that at 𝑥3 = 0 the
oxygen concentration is always at the saturated level, i.e., 𝑐0 = 8.6×10−5 kmol

m3 for
dry oxidation at 𝑇 = 1000○C (cf., Deal and Grove [17], pg. 37762). Temperature

2Actually, Deal and Grove provide the saturation level in units of particle density, 𝑐0 =

5.2 × 1016 1
cm3 . Avogadro’s constant has to be used to convert it into molar units.
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dependent values for the diffusion and for the reaction constants, 𝐷0 and 𝑘0,
respectively, were also based on the paper by Dell and Grove. However, that
paper does not provide information on diffusion and reaction coefficients directly.
A conversion is required based on the following formulae:

𝐷0(𝑇 ) =
𝑁1

2𝑐0
𝐵 , 𝑘0(𝑇 ) =

2𝐷0

𝐴
. (2.7.48)

For dry oxidation the temperature dependent “constants” 𝐴 and 𝐵 can be found
in Deal and Grove’s paper on pg. 3775. Moreover, 𝑁1 = 2.25 × 1022cm−3, pg.
3775, ibid. The result is shown in Fig. 2.7. The curves are spline interpolations
between the data analyzed by Deal and Grove.

Table 2.1: Material parameters used during numerical analysis.

Parameter Constituent 𝐵− ≡ Si Constituent 𝐵+ ≡ SiO2

Young’s modulus, 𝐸(︀GPa⌋︀ 163 60
Poisson’s ratio, 𝜈(︀−⌋︀ 0.23 0.17
mass densities, 𝜌0)︀ kg

m3 ⌈︀ 2328 2199
molar masses, 𝑀)︀ kg

kmol⌈︀ 28.084 60.082

Figure 2.7: Diffusion and reaction constants predicted acc. to Deal and Grove
[17].

At this point various remarks are in order. First, the plots were generated
by using the same value for 𝑐0 even though, in principle, it should vary with
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temperature. However, Deal and Grove conclude on pg. 3776 that “similar
values of 𝐶∗(︀≡ 𝑐0⌋︀ would be obtained at any other temperature within the
experimental range. Such a conclusion is substantiated by Moulson and Roberts,
who found an essentially constant solubility of water in fused silica between
900○ and 1200○C.” Second, other sources quote totally different values for
the diffusion and the reaction constant. For example Lin [46] states on pg.
11 of his thesis that 𝐷0 = 66𝜇m2

h and 𝑘0 = 90𝜇m
h , while referring to Deal and

Grove. This would correspond to a temperature below 𝑇 = 800○C, which is
not realistic for oxidation on an industrial scale. Moreover, Rao et al. [72] use
𝐷0 = 496296𝜇m2

h and 𝑘0 = −283507𝜇m
h on pg. 374 of their simulations without

providing a reference. In any case, they seem to operate at temperatures higher
than 𝑇 = 1200○C. The minus sign in the reaction constant remains unexplained.

Figure 2.8: Gibbs free energy densities of Si (+) and SiO2(−) and normalized
energy parameter 𝛾(𝑇 )⇑𝛾∗.

If we wish to determine the equilibrium concentration under stress according
to Eqn. (2.7.46) it is necessary to specify the value of 𝛾(𝑇 )⇑𝛾∗. In this context one
option is to treat the quantity 𝛾(𝑇 ) as an “energy parameter,” which can be
chosen arbitrarily but suitably, in order to study the features of the proposed
model. This was the way pursued by Freidin et al. in [28]. Another possibility
is to calculate it according to Eqn. (2.6.33) from the free energy densities of the
constituents, 𝜂−(𝑇 ) and 𝜂+(𝑇 ), respectively. The latter are compiled in data
banks (cf., [89]) as functions of temperature. The results of this procedure are
shown in Fig. 2.8. Note that when evaluating the gas contribution to 𝛾(𝑇 )
according to Eqn. (2.6.31) it was assumed that 𝑇 ∗

0,ref = 1000○C and 𝑠∗0,ref = 0.
It seems noteworthy that the calculated values for 𝛾(𝑇 )⇑𝛾∗ are two order of
magnitudes higher than those assumed in [28], the main reason being our
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choice for 𝜖ch. It is curious to note that if we change this number to the true
transformation strain, i.e., 0.03→ 0.38, this would require us to multiply the
values shown in Fig. 2.83 by the factor 0.006 and we would recover the order of
magnitude of 𝛾(𝑇 )⇑𝛾∗ used in [28]. However, in what follows, we will now follow
the other route and treat 𝛾(𝑇 )⇑𝛾∗ as a suitably chosen “energy parameter.”

2.7.6 Results for prescribed displacements

In Fig. 2.9 the relation between equilibrium concentration, 𝑐eq⇑𝑐0, energy param-
eter, 𝛾⇑𝛾∗, and externally applied strains, 𝜖0

11 and 𝜖0
22, according to Eqn. (2.7.46)

is investigated.

Figure 2.9: Equilibrium concentrations for various values of energy parameter
𝛾⇑𝛾∗ and
bbbbbbbb of externally applied strains (see text).

For the first picture it was assumed that 𝜖0
22 = 0. Thus it corresponds directly

to (and qualitatively agrees with) the result shown for the planar case in [28].
The two following graphs investigate pull 𝜖0

22 = 0.01 and push 𝜖0
22 = −0.01 in

2-direction. For all pictures a temperature of 𝑇 = 1000○C was chosen. The
following remarks can be made:
• Small energy parameters may lead to 𝑐eq

𝑐0
> 1, i.e., according to Eqn. (2.7.46)

the reaction may come to a standstill.
• The higher the energy the smaller 𝑐eq⇑𝑐0; in view of the more realistic data

for 𝛾⇑𝛾∗ shown in Fig. 2.83 there is a good chance for keeping the
oxidation running.

• The applied strain that corresponds to the maximum of the equilibrium
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concentration can be calculated from Eqn. (2.7.46) as a function of the
other applied strain and of the eigenstrain:

𝜖0
11⋂︀𝑐max

eq = −
(

𝐸−
𝐸+

𝜈−(1−𝜈+)
1−𝜈2−

−
𝜈+

1+𝜈+)𝜖
0
22+𝜖ch

𝐸−
𝐸+

1−𝜈+
1−𝜈2−

−
1

1+𝜈+
. (2.7.49)

• If one puts the second strain equal to zero, essentially the old result from
[28] is recovered: The applied strain leading to a maximum is always
compressive. However, note that the first term in the denominator might

b affect this result for certain values of Young’s moduli and Poisson’s ratios.
• For given values of 𝜖0

11 a pull in the second direction, 𝜖0
22 > 0, leads to overall

b lower values of equilibrium concentration, whereas a push has the opposite
b effect, i.e., it impedes silicon oxidation.

We now turn to a study of the equation that describes the growth of the
silicone oxide layer, Eqn. (2.7.45): Fig. 2.10 (for 𝜅 = 50). The legend refers to
strain values 𝜖0

11 corresponding to the previous study [28], namely:
• 1 ∶ no strain energy, i.e., neither external nor eigenstrains,
• 2 ∶ 𝜖0

11 = 0,
• 3 ∶ 𝜖0

11 = 0.01,
• 4 ∶ 𝜖0

11 = 𝜖0
11⋂︀𝑐max

eq ,
• 5 ∶ 𝜖0

11 = 1.8 𝜖0
11⋂︀𝑐max

eq ,
• 6 ∶ 𝜖0

11 = 2.5 𝜖0
11⋂︀𝑐max

eq .

The first picture holds for 𝜖0
22 = 0 and the second and third for 𝜖0

22 = ±0.01. The
following conclusions can be drawn:

• Without external strains oxidation is fastest.
• The presence of eigenstrains only (blue lines) can decrease the oxidation

level by a considerable percentage.
• In general, pulling increases and pushing decreases the progress of oxida-

tion.

2.7.7 Results for prescribed stresses

Fig. 2.11 shows equilibrium concentration 𝑐eq⇑𝑐0, as a function of oxidation height,
𝜉, for various applied stresses (𝛾⇑𝛾∗ = 0.95). The first picture covers the case
𝜎0

22 = 0 and the second and third for 𝜎0
22 = ±0.01.

The following remarks can be made:

• In contrast to the prescription of displacements the equilibrium concen-
tration depends on the height of the oxidation layer, i.e., the progress of
the oxidation. Moreover, this dependence is non-monotoneous.
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Figure 2.10: Growth of SiO2 layer for various values of externally applied
strains (see text).

Figure 2.11: Equilibrium concentrations for various applied stresses(see text).

• For given values of 𝜎0
11 a pull in the second direction, 𝜎0

22 > 0, leads to
overall lower values of equilibrium concentration, whereas a push has
the opposite effect, i.e., it impedes silicon oxidation. The situation is
analogous to the prescription of displacements.
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• For very small values of 𝜉 the equilibrium concentration can be greater
than 1, which means the reaction will be blocked until a critical height 𝜉cr
has been reached. Positively speaking, one may say that under certain
loading conditions a protective layer forms.

The latter effect is explored in more detail in Fig. 2.12. The first picture
holds for 𝜎0

22 = 0, whereas the next two cover the cases 𝜎0
22 = ±0.005. In general,

pulling will reduce the critical height, i.e., it stimulates oxidation (as pointed
out before), and vice versa.

Finally, Fig. 2.13 shows the analogue to Fig. 2.10 but for stress loading. As
before the first picture is for 𝜎0

22 = 0 and the other two for 𝜎0
22 ± 0. Once more

we must conclude that increasing tensile stresses lead to an increase in growth
of the oxide layer. Note that a compressive stress in 2-direction (third picture)
will lead to a nonlinear decrease of the growth due to the tensile stresses applied
in 1-direction.

Figure 2.12: Critical height, 𝜉cr, for further growth as a function of applied
stress for different
bbbbbbbbb energy parameter, 𝛾⇑𝛾∗.

3 Spinodal decomposition

3.1 Phenomenology

In what follows we will consider binary eutectic solders, which contain almost
equal amounts of both atomic species. Two examples come to mind, eutectic
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Figure 2.13: Growth of SiO2 layer for various values of externally applied
stresses (see text).

tin (Sn)-lead (Pb) solder SnPb37, where the figure indicates the (approximate)
mass percentage of lead, and Silver (Ag)-copper (Cu) solder AgCu29, with
(approximately) 29 mass percent of copper. What is important to know is that
both species, i.e., tin and lead or silver and copper, do not mix arbitrarily
when they are in solid form, because their atomic structure is “too different.”
In both cases only a small amount of solubility is observed. This solubility
depends on temperature and it can be read off from the left and right border
lines in the phase diagrams shown in Fig. 3.1 once a temperature below the
solidification temperature of the eutectic composition (the straight horizontal
line) has been reached .

As a result the so-called eutectic microstructure appears. It consists of
regions rich in the dominant component, i.e., in our case tin and silver, and
regions rich in the minority species, i.e., lead and copper. The latter is known
as the 𝛼-phase and the former as the 𝛽-phase, respectively. In a nutshell: If
we ignore the slight solubility completely, we may say that the eutectic mix
of tin and lead or silver and copper, which was very intimate in the liquid
state, spontaneously separates after solidification. As an analogy consider oil
that was originally finely dispersed in water by a mixer. And just like the oil
droplets in water will start to coagulate and finally form one big oil droplet
initially small 𝛼 and 𝛽 phase regions will merge to form bigger ones, the only
difference being that the first process occurs in the liquid and the second one
in the solid state.

Consequently, the resulting eutectic microstructure is heterogeneous. This
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Figure 3.1: Phase diagrams of the binary alloys SnPb and AgCu [64], [63].

effect is known under the name spinodal decomposition. For the case of SnPb
the situation is shown in the two series of micrographs depicted in Fig. 3.2. The
first sequence shows the effect of room temperature aging after (a) 2 hours, (b)
17 days, and (c) 63 days after solidification whereas the second row depicts the
situation (a) immediately after solidification, (b) after 3 hours at 125°C and
(c) 300 hours at 125°C. We must conclude that the originally finely dispersed
heterogeneous microstructure “coarsens” and that the coarsening effect is more
pronounced at higher temperatures.

Figure 3.2: Spinodal decomposition and coarsening in eutectic SnPb solder
(see text), [34].

A similar observation is made for eutectic AgCu: Fig. 3.3. However, note
that AgCu is a high-temperature solder. Hence, compared to SnPb, pronounced
coarsening will happen at much higher temperatures. In fact, the sequence of
pictures shown in the figure refers to the state immediately after solidification
and 2h, 20 h, and 40 h of aging at at a temperature of ca. 700°C, respectively.
The influence of temperature can be assessed by means of the so-called homolo-
gous temperature, 𝑇hom, which is a dimensionless number, given by the ratio of
the (absolute) applied temperature, 𝑇 , to the (absolute) melting temperature,
𝑇m of the alloy:

𝑇hom = 𝑇

𝑇m
. (3.1.1)

The closer the homologous temperature gets to one, the more pronounced
the coarsening effect will be. In fact, the melting temperature of eutectic
SnPb is 183°C and the one of eutectic AgCu 779.1°C. Thus aging temperatures
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of 125°C and 700°C, respectively, should, as observed, lead to a remarkable
progress in coarsening.

Figure 3.3: Spinodal decomposition and coarsening in eutectic AgCu solder
(see text).

In the same context it is worth mentioning that coarsening is the consequence
of diffusion of migrating species in a solid. However, this should not be confused
with classical Fickean diffusion. The latter starts with a heterogeneous mix and
finally leads to total homogenization. In the present case nature attempts to
minimize the surface energy so that, suggestively speaking, in the end only two
regions, one “blob” of 𝛼-phase surrounded by a “sea” of 𝛽-phase would remain.

Figure 3.4: Accelerated spinodal decomposition and coarsening in a eutectic
SnPb solder ball (see text).

Moreover, it is important to note that the spinodal decomposition and
the subsequent coarsening process are not only accelerated by temperature
(as, in general, diffusion always is) but also by mechanical stress. This is
illustrated in Fig. 3.4, which shows a cross-section of a solder ball made of
eutectic SnPb. The picture on the left shows the initial structure which is
rather fine grained. The one on the right depicts the microstructure after
several thousand temperature cycles. Coarsening is clearly visible, and what is
more, it is particularly pronounced and intensified in the corners, which serve
as mechanical stress concentrators.

In what follows we shall attempt to model spinodal decomposition as well
as the subsequent coarsening process. We will take the influence of both
temperature and mechanical stress into account. To do this several points
must be addressed. First, it will be necessary to set up the diffusion equations
correctly. Note again, that this is not the usual kind of Fickean diffusion where
homogenization of an initially heterogeneous structure is finally reached. On
the contrary: Here two distinct substructures will prevail, one which shows a
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concentration rich of lead or copper (the so-called 𝛼 phase ) and one that is
rich of tin or silver (the 𝛽 phase).

Finally in this section the following remark is in order. At the beginning
when we started to explain the phenomenology we made a point that the binary
eutectic mix should consist of roughly equal amounts of both species. There
are other binary eutectic (solder) systems, for example SnAg3.5, where this is
not so. Here the 3.5 mass percent of silver will form an intermetallic compound,
Ag3Sn, which precipitates within the tin matrix. We will get back to this in
the last chapter of our paper.

3.2 Mathematical treatment of spinodal decomposition

3.2.1 Setting the stage

We consider a body, ℬ, which consists of a binary alloy, i.e., it consists of two
chemical species, A and B, at a eutectic composition (see the phase diagram
shown in Fig. 3.1 ). This body is divided into box-like so-called Representative
Volume Elements (RVEs), which are characterized by material coordinates
𝑥 = 𝑥𝑖𝑒𝑖 in three-dimensional space, where 𝑒𝑖 is a Cartesian unit base and
Einstein’s summation convention applies. Due to the fact that the RVE is a
rectangular box, it is most useful to use Cartesian coordinates, and we will
continue to do so in what follows.

It is assumed that the size of the RVE is large enough so that it is statistically
representative of the microstructure developing within. It would take a thorough
experimental examination of what the actual size really is, because a eutectic
alloy, such as SnPb37 or AgCu29, is usually multigrained and not one single
crystal after solidification. The developing eutectic microstructure exists within
each of the differently oriented, anisotropic grains and there are certainly
interactions between them. Let it suffice to say that in our model grain
boundaries are not included at all and that our main objective is to see the
two phase regions coalesce and coarsen over time. Clearly we want to be
as quantitative as possible and, therefore, we shall look at specific values of
diffusion constants. However, we ignore that diffusion might be faster along
grain boundaries than within the bulk since we do not model such boundaries.
Our RVE will have two crystal symmetries, though, one for the 𝛼 and one for
the 𝛽-phase, which can be arbitrarily oriented from each other, as far as the
main crystallographic axes are concerned.

Within the RVE there are regions of two different phases, the 𝛼-phase,
which is rich in the minority species of the alloy, and the 𝛽-phase, which is rich
in the dominant sort of atoms. Both regions are assigned elastic anisotropic
properties. In the case of SnPb37 the 𝛼-phase has cubic material symmetry
and the 𝛽-phase has tetragonal symmetry (i.e., the symmetry of their dominant
elements, lead and tin, respectively). In the case of AgCu29 both phases are
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cubic. From the mathematical point of view, the final objective of the model is
to determine the strain fields, 𝜖(𝑥, 𝑡), and the field of the concentration of the
dominant species, 𝑐(𝑥, 𝑡) ≡ 𝑐A(𝑥, 𝑡), for all material points, 𝑥 ∈ 𝐵, and at all
times, 𝑡. In this paper we will assume that the temperature distribution, 𝑇 (𝑡),
within the body 𝐵 is homogeneous and a known (“given”) function of time.
Moreover, note that for a binary mixture only one concentration field needs to
be determined since, due to mass conservation, the following identity holds:

𝑐A(𝑥, 𝑡) + 𝑐B(𝑥, 𝑡) = 1. (3.2.1)

Here a remark is in order: In contrast to the previous section (see, in particular,
Eqn. (2.6.15)) these concentrations are dimensionless. They were defined by
using only the corresponding mass densities, i.e., 𝑐A⇑B ∶= 𝜌A⇑B⇑(𝜌A+𝜌B).

3.2.2 The mechanical part of the model - Basic relations

It is assumed that in the present case mechanical equilibrium is much faster to
achieve than thermodynamical (or chemical) equilibrium. Consequently, the
mechanical part of the problem or, in other words, the solution for the strain
fields is based on the equation for static equilibrium of forces, i.e.,

𝜕𝜎𝑗𝑖

𝜕𝑥𝑗

= 0, (3.2.2)

in combination with linear kinematic conditions and Hooke’s law:

𝜖𝑖𝑗 = (
𝜕𝑢𝑖

𝜕𝑥𝑗

+ 𝜕𝑢𝑗

𝜕𝑥𝑖

) , 𝜎𝑖𝑗 = 𝐶𝑖𝑗𝑘𝑙 (𝜖𝑘𝑙 − 𝜖∗𝑘𝑙) , (3.2.3)

𝜎 being Cauchy stress, 𝜖 linear strain, 𝑢 the displacement vector, 𝐶 the
stiffness tensor, and 𝜖∗ the eigenstrains, all in Cartesian coordinates. In the
simulations we assume that the 𝛼 and 𝛽 regions are coherent. However, there is
some evidence speaking against this assumption, because the lattice constants
of the 𝛼 and 𝛽-phases are very different for both eutectic solders, SnPb37
and AgCu29. There is no damage or plastic deformation observes, so that
coherency is questionable. However, we present eigenstrains resulting from
different thermal expansion of the two phases and put:

𝜖∗ = 𝛼 (𝑇 − 𝑇R) , 𝛼(𝑥, 𝑡) = 𝜃(𝑥, 𝑡)𝛼𝛼 + (︀1 − 𝜃(𝑥, 𝑡)⌋︀𝛼𝛽, (3.2.4)

where 𝑇R is the reference temperature of the stress-free state which, in the
present case, will be chosen as the solidus temperature of the eutectic solder.
The symbols 𝛼𝛼⇑𝛽 refer to the tensors of thermal expansion coefficients of the
𝛼-phase and of the 𝛽-phase, respectively. To a first-order approximation the
elements of these matrices are given by the thermal expansion coefficients of
pure lead and tin. The symbol 𝜃(𝑥, 𝑡) refers to the phase field which links
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the 𝛼 and 𝛽-regions continuously with each other. It is essentially a Heaviside
function with physical significance, since we define it as:

𝜃(𝑥, 𝑡) ∶= 𝑐𝛽 − 𝑐(𝑥, 𝑡)
𝑐𝛽 − 𝑐𝛼

. (3.2.5)

It is easily verified that 𝜃(𝑥, 𝑡) = 1 if 𝑥 ∈ 𝛼, i.e., within a fully developed
𝛼-phase, and 𝜃(𝑥, 𝑡) = 0 vice versa. Note that the phase field is used in the
same manner in order to characterize the spatial dependence of other material
parameters, such as the local stiffness, 𝐶, the coefficients of surface tensions,
𝑎, or the mobility coefficients, 𝑀 , which we will encounter later.

Initially, a suitable function of position will be assumed for 𝑐(𝑥, 𝑡). For
example, this could be an essentially homogeneous field with nuclei in form
of small localized B-rich regions. By virtue of Eqn. (3.2.4), this results in an
initial condition for the eigenstrains 𝜖∗. Of course, any micrograph could serve
as an initial condition as well. We would then predict how this microstructure
changes when we switch to another temperature or when an external stress is
applied. In any case the calculation of current stresses and strains is based on
Eqn. (3.2.2) and (3.2.3). In the next subsections we will discuss how this can
be achieved efficiently for the initial time as well as during the subsequent time
steps.

3.2.3 The mechanical part of the model - Numerical approach

Spectral methods or, more specifically, Discrete Fourier Transforms (DFT) have
been used in a promising way to solve stress/strain problems for heterogeneous
solids (e.g., [11], [86], [52], [53], [21], [57], [58], [59], [61]). In what follows we
will illustrate and evaluate the procedure for 2D. Specifically we will consider
the case that strains 𝜖0

11, 𝜖0
22, 𝜖0

12 = 𝜖0
21 are applied to the periphery of the RVE

as indicated in Fig. 3.5.

Figure 3.5: Square 2D-RVE and its dicretization (see text).
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Hence we may write:

2p𝐿

∫
𝑥2=0

𝜖11d𝑥2 +
2p𝐿

∫
𝑥2=0

𝜖12d𝑥2 = (𝜖0
11 + 𝜖0

12)2p𝐿 , (3.2.6)
2p𝐿

∫
𝑥1=0

𝜖21d𝑥1 +
2p𝐿

∫
𝑥1=0

𝜖22d𝑥1 = (𝜖0
12 + 𝜖0

22)2p𝐿 .

where the strains under the integral on the left hand sides are the solution to
the Boundary Value Problem (BVP) of Eqns. (3.2.2), (3.2.3) evaluated at 𝑥1
and 𝑥2 = 0 or 2p𝐿, respectively. In fact, as we shall see now, we will require
these strains to be periodical across an array of RVEs extended across the
two-dimensional plane. On a single RVE we define the following 𝑁 equidistant
grid points separated by the distance ℎ:

𝑥 = ℎ𝛼, 𝛼 = (𝛼1, ..., 𝛼𝑑) , 𝛼𝑗 ∈ (0,1, ...,𝑁 − 1) , ℎ = 2p𝐿
𝑁

. (3.2.7)

Depending on the dimension of the RVE the indices 𝑗 and 𝑑 run from 1 up
to a maximum of 3. For 2D we have 𝑗 ∈ (1,2) , 𝑑 = 2. All field variables,
𝑓(𝑥, 𝑡), will be calculated on the grid points, in real, 𝑓(𝛼, 𝑡), and in discrete
Fourier space, 𝑓(𝑠, 𝑡), respectively. For this purpose it is necessary to define
the Discrete Fourier Transform (DFT) and its inverse as follows:

𝑓(𝑠) = 1
𝑁 𝑑⇑2

𝑁−1
∑

𝛼1=0
...

𝑁−1
∑

𝛼𝑑=0
𝑓(𝛼)exp(i2p𝑠 ⋅𝛼

𝑁
) ≡ 𝑌 (︀𝑓(𝛼)⌋︀ , (3.2.8)

𝑓(𝛼) = 1
𝑁 𝑑⇑2

𝑁−1
∑

𝑠1=0
...

𝑁−1
∑

𝑠𝑑=0
𝑓(𝑠)exp(−i2p𝑠 ⋅𝛼

𝑁
) ≡ 𝑌 −1 )︀𝑓(𝑠)⌈︀ .

Periodicity conditions can be formulated as follows:

𝑓(𝛼 +𝑁𝑟) = 𝑓(𝛼) , 𝑟 = (𝑟1, ..., 𝑟𝑑) , 𝑟𝑗 ∈ Z. (3.2.9)

DFT is very useful in context with the spatial derivatives of Eqns. (3.2.2),
(3.2.3). The following relation hold for first derivatives:

𝑌 (𝜕𝑓(𝛼)
𝜕𝑥𝑗

) = 𝜉𝑗(𝑠𝑗)𝑌 (𝑓(𝛼)) +𝑂(ℎ2) , 𝜉𝑗(𝑠𝑗) = − i
ℎsin (ℎ

𝑙 𝑠𝑗) . (3.2.10)

and these for second derivatives:

𝑌 (𝜕
2𝑓(𝛼)
𝜕𝑥2

𝑗

) = 𝜉𝑗𝑗(𝑠𝑗)𝑌 (𝑓(𝛼)) +𝑂(ℎ2), 𝜉𝑗𝑗(𝑠𝑗) = 2
ℎ2 )︀cos (ℎ

𝑙 𝑠𝑗) − 1⌈︀ , (3.2.11)

𝑌 (𝜕
2𝑓(𝛼)
𝜕𝑥𝑖𝜕𝑥𝑗

) = 𝜉𝑖𝑗(𝑠𝑖, 𝑠𝑗)𝑌 (𝑓(𝛼))+𝑂(ℎ2) , 𝜉𝑖𝑗(𝑠𝑖, 𝑠𝑗) = − 1
ℎ2 sin (ℎ

𝑙 𝑠𝑖) sin (ℎ
𝑙 𝑠𝑗) .
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DFT will now be applied to Eqns. (3.2.2), (3.2.3), i.e., to static, linear-elastic
problems with small deformations. To this end we make use of the Equivalent
Inclusion Technique (EIT) which goes back to Eshelby [62]. This method
circumvents the problem of the spatial dependence of the stiffness matrix by
introducing an auxiliary strain field 𝜖aux

𝑘𝑙 ([53], [58]) and an auxiliary constant
stiffness matrix, 𝐶aux

𝑖𝑗𝑘𝑙, as follows:

𝜎𝑖𝑗(𝛼, 𝑡) = 𝐶𝑖𝑗𝑘𝑙(𝛼, 𝑡) (︀𝜖𝑘𝑙(𝛼, 𝑡) − 𝜖∗𝑘𝑙(𝛼, 𝑡)⌋︀ = (3.2.12)

𝐶aux
𝑖𝑗𝑘𝑙 (︀𝜖𝑘𝑙(𝛼, 𝑡) − 𝜖∗𝑘𝑙(𝛼, 𝑡) − 𝜖aux

𝑘𝑙 (𝛼, 𝑡)⌋︀ .
After insertion into the equations we obtain:

𝐶aux
𝑖𝑗𝑘𝑙

𝜕2𝑢𝑘

𝜕𝑥𝑗𝜕𝑥𝑙

= 𝐶aux
𝑖𝑗𝑘𝑙

𝜕

𝜕𝑥𝑗

(𝜖aux
𝑘𝑙 + 𝜖∗𝑘𝑙) (3.2.13)

Periodicity of all fields is assumed and by virtue of the differentiation theorems
(3.2.10), (3.2.11) this system of PDEs is mapped onto a system of linear
equations in Fourier spac:

𝐶aux
𝑖𝑗𝑘𝑙𝜉𝑗𝑙�̂�𝑘 = 𝐶aux

𝑖𝑗𝑘𝑙𝜉𝑗 (𝜖aux
𝑘𝑙 + 𝜖∗𝑘𝑙) (3.2.14)

Note, in this context, that the constancy of 𝐶aux
𝑖𝑗𝑘𝑙 was important or otherwise

it would not have been possible to map a partial differential equation onto a
system of linear equations, which can be solved explicitly in discrete Fourier
space. If we apply inverse DFT the following solution for the strain tensor is
obtained:

𝜖𝑘𝑙(𝛼, 𝑡) = 𝑌 −1 )︀𝐴aux
𝑖𝑗𝑘𝑙𝜖

aux
𝑘𝑙 ⌈︀ (𝛼, 𝑡) + 𝑌 −1 )︀𝐴aux

𝑖𝑗𝑘𝑙𝜖
∗

𝑘𝑙⌈︀ (𝛼, 𝑡) + 𝜖0
𝑘𝑙, (3.2.15)

with:

𝐴aux
𝑖𝑗𝑘𝑙 =

)︀⌉︀⌉︀⌉︀⌋︀⌉︀⌉︀⌉︀]︀

0 for 𝑠 = 0
1

2𝐷 (𝜉𝑖𝑁𝑗𝑠 + 𝜉𝑗𝑁𝑖𝑠)𝐶aux
𝑠𝑟𝑘𝑙𝜉𝑟 for 𝑠 ≠ 0

. (3.2.16)

and 𝐷 and 𝑁𝑖𝑗 are the determinant and the discriminant of the following
matrix:

𝑀𝑖𝑘 = 𝐶aux
𝑖𝑗𝑘𝑙𝜉𝑗𝑙 ⇒ 𝑀−1

𝑖𝑘 = 𝑁𝑖𝑘

𝐷
. (3.2.17)

These are known functions of the stiffness 𝐶aux
𝑖𝑗𝑘𝑙 (which will soon be chosen

suitably), and of the Fourier transforms of the difference quotients (3.2.11).
Depending on the degree of anisotropy they can have a very complicated form.
However, for cubic materials and 2D they can be written down in a somewhat
concise form, namely:

𝐷 = −𝜇(𝜆 + 2𝜇 + 𝜇′)(𝜉𝑘𝑘)2 − (𝜆 + 2𝜇 + 𝜇′)2𝜉11𝜉22 + (𝜆 + 𝜇)𝜉2
12 , (3.2.18)

𝑁𝑖𝑗 = −(𝜆 + 2𝜇 + 𝜇′)𝜉𝑘𝑘𝛿𝑖𝑗 + (𝜆 + 𝜇)𝜉𝑖𝑗 + 𝜇′𝛿𝑖𝑗𝑘𝑙𝜉𝑘𝑙 ,
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where 𝛿𝑖𝑗 and 𝛿𝑖𝑗𝑘𝑙 are Kronecker symbols and 𝜆, 𝜇, and 𝜇′ are Lamé’s constants.

The term 𝜖0
𝑘𝑙 in Eqn. (3.2.15) deserves a comment. On the one hand side it

is the applied strain, on the other hand it is also the average strain as we shall
see now. First we define the average strain by:

𝜖𝑖𝑗 ∶=
1
𝑁𝑑

𝑁−1
∑

𝛼1=0
...

𝑁−1
∑

𝛼𝑑=0
𝜖𝑘𝑙(𝛼). (3.2.19)

Then we note that according to the definition of DFT in Eqn. (3.2.8) we have:

𝜖𝑖𝑗(0) =
1
𝑁 𝑑⇑2

𝑁−1
∑

𝛼1=0
...

𝑁−1
∑

𝛼𝑑=0
𝜖𝑘𝑙(𝛼). (3.2.20)

By comparison we find:
𝜖𝑖𝑗 =

1
𝑁 𝑑⇑2

𝜖𝑖𝑗(0). (3.2.21)

Now the solution (3.2.15) requires:
𝜖𝑘𝑙(0) = 𝐴aux

𝑖𝑗𝑘𝑙(0)𝜖aux
𝑘𝑙 (0)𝐴aux

𝑖𝑗𝑘𝑙(0)𝜖∗𝑘𝑙(0) + 𝜖0
𝑘𝑙(0) ≡ 𝑁𝑑⇑2𝜖0

𝑘𝑙, (3.2.22)
because of Eqn. (3.2.21):

𝜖𝑖𝑗 = 𝜖0
𝑘𝑙, (3.2.23)

in words, the average strains are given by the applied strains. We will now
turn to the problem of how to determine the auxiliary strain field, 𝜖aux. For
this purpose we insert the solution from Eqn. (3.2.15) into (3.2.12) and find:

𝐶aux
𝑖𝑗𝑘𝑙 (𝑌 −1 )︀𝐴aux

𝑘𝑙𝑜𝑝𝜖
aux
𝑜𝑝 ⌈︀ + 𝑌 −1 )︀𝐴aux

𝑘𝑙𝑜𝑝𝜖
∗

𝑜𝑝⌈︀ + 𝜖0
𝑘𝑙 − 𝜖∗𝑘𝑙 − 𝜖aux

𝑘𝑙 ) = (3.2.24)

(𝐶𝛽
𝑖𝑗𝑘𝑙 − 𝜃 )︀𝐶

𝛽
𝑖𝑗𝑘𝑙 −𝐶𝛼

𝑖𝑗𝑘𝑙⌈︀) (𝑌 −1 )︀𝐴aux
𝑘𝑙𝑜𝑝𝜖

aux
𝑜𝑝 ⌈︀ + 𝑌 −1 )︀𝐴aux

𝑘𝑙𝑜𝑝𝜖
∗

𝑜𝑝⌈︀ + 𝜖0
𝑘𝑙 − 𝜖∗𝑘𝑙) ,

where we have made use of the representation shown in Eqn. (3.2.4)2 when
applied to 𝐶. This becomes a functional equation for 𝜖aux that can be solved
iteratively, provided we specify the auxiliary stiffness suitably, so that conver-
gence can be reached. Various choices are possible and the details are explained
in [7]. Here it may suffice to say that in our case the softer, lead or copper rich
𝛼-phase will start growing in an initially uniform, stiffer 𝛽 phase rich in tin or
silver. Then the choice 𝐶aux ≡ 𝐶𝛽 will lead to convergence, and Eqn. (3.2.24)
simplifies as follows:

𝐶𝛽
𝑖𝑗𝑘𝑙

(𝑛+1)
𝜖

aux
𝑘𝑙 = 𝜃 )︀𝐶𝛽

𝑖𝑗𝑘𝑙 −𝐶𝛼
𝑖𝑗𝑘𝑙⌈︀ (𝑌 −1 ⌊︀𝐴𝛽

𝑘𝑙𝑜𝑝

(̂𝑛)
𝜖

aux

𝑜𝑝 }︀+ (3.2.25)

𝑌 −1 )︀𝐴𝛽
𝑘𝑙𝑜𝑝𝜖

∗

𝑜𝑝⌈︀ + 𝜖0
𝑘𝑙 − 𝜖∗𝑘𝑙) .

The last equation already indicates that it is solved by a Neumann iteration:
The 𝑛-th iteration is inserted on the right side in order to obtain the 𝑛 + 1th
iteration. As a starting value one may use (0)

𝜖
𝛽

𝑘𝑙 = 0. Note that 𝐴aux
𝑘𝑙𝑜𝑝 has been

replaced by 𝐴𝛽
𝑘𝑙𝑜𝑝. The latter can be calculated from Eqn. (3.2.16) and (3.2.16)

after replacing 𝐶aux
𝑖𝑗𝑘𝑙 by 𝐶𝛽

𝑘𝑙𝑜𝑝.
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3.2.4 The thermodynamics part of the model - Basic relations

Once the local stresses and strains are known at a certain time, 𝑡, they will be
used to compute the evolution of the distribution of concentrations, 𝑐, during
the next time-step, d𝑡. In order to do this a diffusion equation is needed. It
reads:

𝜌0
𝜕𝑐

𝜕𝑡
+ 𝜕𝐽𝑖

𝜕𝑥𝑖

= 0 (3.2.26)

with the extended diffusion flux being:

𝐽𝑖 = −𝜌0𝑀𝑖𝑗
𝜕

𝜕𝑥𝑗

(𝜕𝜓
𝜕𝑐

− 𝑎𝑘𝑙
𝜕2𝑐

𝜕𝑥𝑘𝜕𝑥𝑙

+ 𝜕

𝜕𝑐
1
2𝜎𝑘𝑙(𝜖𝑘𝑙 − 𝜖∗𝑘𝑙)) , (3.2.27)

where 𝜌0 is the total mass density of the alloy with respect to the reference
configuration, i.e., a constant, 𝑀𝑖𝑗 denotes the mobility matrix, 𝜓 = 𝜓(𝑇, 𝑐) is
the configurational part of the free energy density (in kg/m3), and 𝑎𝑘𝑙 are the
higher gradient coefficients. Note that the first term in the diffusion flux leads
to the classical diffusion equation as proposed by Fick, whereas the second
part contains extensions of the diffusion equation as introduced by Cahn and
Hilliard, 𝑎𝑖𝑗 being a matrix of surface tension related quantities (see [10], [16], or
[36], Chapter 3, for a comprehensive summation of the original results), which
is related to the surface tension coefficients of the 𝛼- and 𝛽-phase analogously
to Eqn. (3.2.4)2. Note that the diffusional flux also contains a term based on
the elastic stored energy, which takes the influence of the mechanical stresses
and strains on the diffusion process explicitly into account. The situation is
similar to the chemical affinity tensor which also contained the stored energy,
Eqn. (2.6.25). However, note that only at the interface this effect became
visible, Eqns. (2.6.32) and (2.6.38). It is not part of the diffusion flux in the
bulk, Eqns. (2.6.36). Finally note that a “derivation” of this result based on
the second law of thermodynamics can be found in [19].

There are various ways to make the configurational part of the free energy
density explicit. A phenomenological one is to choose the following non-convex
function of the concentrations (see [10], pg. 261 or [91], pg. 150):

𝜓 = 𝜓0 [︀((︀𝑐𝛼 − 𝑐0⌋︀2 − (︀𝑐 − 𝑐0⌋︀2)2 − 𝑏 (︀𝑐𝛼 − 𝑐0⌋︀⌉︀ , 𝑐0 = 1
2 (𝑐𝛼 + 𝑐𝛽) . (3.2.28)

The non-convex form is required in order to guarantee coexistence of both
phases. Alternatively one may turn to data banks, such as MTData [54], and
work with a logarithmic ansatz of the Redlich-Kistler type, see [20] for details.

3.2.5 The thermodynamics part of the model - Numerical approach

Not only the elastic problem is solved in Fourier space. The diffusion equation
is treated analogously, at least as far as the spatial part is concerned. For
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example, if we assume for simplicity that 𝑀𝛼 =𝑀𝛽 =𝑀 ′, we may write instead
of Eqn. (2.6.25), (2.6.26):

1
𝑀

d𝑐
d𝑡 = 𝜉𝑖𝑖 ]︀𝑌 (𝜕𝜓

𝜕𝑐
) − 𝑌 (𝑎𝑘𝑙

𝜕2𝑐

𝜕𝑥𝑘𝜕𝑥𝑙

) + 𝑌 ( 𝜕
𝜕𝑐

1
2𝜎𝑘𝑙(𝜖𝑘𝑙 − 𝜖∗𝑘𝑙)){︀ (3.2.29)

It should be mentioned that the case with different mobilities in the 𝛼 and in
the 𝛽 phase was treated in [20]. If we now introduce a dimensionless time as
follows:

𝑡 = 𝑡𝑀𝜓0

𝐿2 = 𝑛Δ𝑡 , 𝑛 ∈ N, (3.2.30)

where 𝐿 is the size of the (square) RVE, we may rewrite the diffusion equation
in Fourier space in dimensionless form:

𝑐𝑛+1 − 𝑐𝑛

Δ𝑡
= 𝜉𝑖𝑖 ⌊︀𝑌 (𝜕𝜓

𝜕𝑐
) ⋁︀

𝑐=𝑐𝑛

− �̄�𝛽
𝑘𝑙𝜉𝑘𝑙𝑐

𝑛+1 + (�̄�𝛽
𝑘𝑙 − �̄�𝛼

𝑘𝑙)𝑌 (𝜃 𝜕2𝑐

𝜕�̄�𝑘𝜕�̄�𝑙

) ⋁︀
𝑐=𝑐𝑛

−𝑌 (�̄�𝑘𝑙

𝜖∗𝑘𝑙

𝜕𝑐
) ⋁︀

𝑐=𝑐𝑛

+ 𝑌 ( 𝜕
𝜕𝑐

1
2 �̄�𝑘𝑙(𝜖𝑘𝑙 − 𝜖∗𝑘𝑙)) ⋁︀

𝑐=𝑐𝑛

}︀ (3.2.31)

with the following dimensionless quantities:

𝜓 = 𝜓

𝜓0
, �̄�𝑘𝑙 =

𝑎𝑘𝑙

𝜓0𝐿2 , �̄�𝑘𝑙 =
𝜎𝑘𝑙

𝜓0
, �̄�𝑙 =

𝑥𝑙

𝐿
, (3.2.32)

𝜉𝑗𝑗(𝑠𝑗) = 2 ( 𝑁
2𝜋
)2 )︀cos (2𝜋

𝑁 𝑠𝑗) − 1⌈︀ , 𝜉𝑖𝑗(𝑠𝑖, 𝑠𝑗) = − ( 𝑁
2𝜋
)2 sin (2𝜋

𝑁 𝑠𝑖) sin (2𝜋
𝑁 𝑠𝑗) .

3.2.6 A few words regarding the material parameters

Without proper knowledge of the material coefficients it is impossible to perform
numerical simulations based on the system of equations shown in Sections 3.2.3
and 3.2.5. All data that was used here can be found for SnPb in [19], [20], [44],
and for AgCu in [3], [2], [4], [5], [6]. It is therefore pointless to repeat all values
in here. However, it is certainly fair to comment on the reliability of the data
and how easily or difficult they can be obtained. In this context it is also worth
while mentioning as to whether they were collected from sources unrelated to
the model that was presented here.

Stiffnesses Values for 𝐶𝑖𝑗𝑘𝑙 of the various phases are relatively easy to
obtain. They usually stem from acoustic or tensile test specimen measurements
and refer to the main crystallographic axes of a single crystal made of the pure
species, i.e, Sn, Pb, etc. Consequently, they show a high degree of reliability and
independence from the model. In order to obtain stiffness data for the phases
concentration based rule of mixtures could be used. However, in our simulations
we simply chose the data of the pure species of the majority component of the
phases since the concentration of the minority species is small and leaves the
lattice essentially unchanged.
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It should be mentioned that in order to bring the model as close as possible
to reality the orientation it would be helpful to have EDX data of the lattice
orientation of the phases available. Then known rotation matrices could be
used to transform the stiffnesses from the original crystal lattice frame to the
one pertinent in a given micrograph. Such a detailed analysis has not been done
yet. However, we sometimes changed the orientations of the phase lattices w.r.t.
the frame of the RVE in order to explore how this would affect microstructural
evolution. There is some influence, but it is small and a statistically relevant
analysis has not been performed.

Thermal expansion coefficients The situation is similar to that of
stiffness data: Values for the pure species (anisotropic) are not too difficult to
obtain. They seem reliable and are independent of the model presented here.
Sometimes the differences between the expansion in the various directions and,
of course, between phases can be large. Hence, rumor has it that no coherent
interface is formed, or dislocations start moving, so that residual stresses hardly
develop and might be discarded in the model analysis.

Note that in our simulations we assumed coherency and explored how such
residual stresses on top of externally applied ones affect the coarsening behavior.
This might be unphysical but, on the other hand, shows that tendencies can be
explored relatively easily on the computer that are otherwise hard to realize. If
these tendencies prove beneficial from the standpoint of guaranteeing a fine
microstructure for a longer time it might be worth exploring how this could be
done in practice, by addition of interface stabilizers (say).

Higher gradient coefficients Values for 𝑎𝑘𝑙, in particular such for the
individual phases, are almost impossible to find in the literature and extremely
hard to come by. One way of getting quantitative information is from atomistic
considerations (see [3]) where interatomic potentials are used for their prediction.
However, the reliability of the result depends very much on the interatomic
model that is used. It may result in artifacts, such as the Cauchy paradox
encountered in the same context when predicting stiffness data from interatomic
potentials. For our simulations we tried very hard to provide information as
accurately as possible. It seems that cubic lattices (such as Pb, Cu, Ag) can bee
treated with sufficient accuracy. The results for higher forms of anisotropy (Sn,
tetragonal) seem less reliable at least under the assumption of purely radially
dependent potentials.

Diffusion and mobility coefficients The situation is almost as desper-
ate as in the case of higher gradient coefficients. There is some information on
the migration of tracer elements of the minority species of the phases in the
pure lattice of the majority species. Very often there is also information reg.
grain boundary diffusion coefficients available, which generally lead to a faster
migration. However, grain boundaries are not part of our continuum model.
Here it does not come as close to reality as it should. Hence one might be
tempted to use artificially high data and to “adjust” the model to reality. This,
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however, is against our belief of how modeling should be. Hence we run into
problems with the reliability of our temporal prediction (see the normalization
of time, which includes the mobility, in Eqn. (3.2.30)).

Thermal parts of the free energy density There are two possibilities
to obtains these parameters. First, an empirical ansatz as shown in Eqn. (3.2.28)
can be made. However, this opens up the question which value to choose for the
constant 𝜓0. Since it is part of the normalization factor shown in Eqn. (3.2.30),
it is tempting to adjust it to actual observations. However, this is strictly
against our belief of what modeling should be.

Alternatively one can turn to data banks such as Thermocalc [89] or MTData
[54]. Based on calorimetric measurements expressions for pure substances and
of the solder alloy systems of interest the corresponding Gibbs free energy
densities can be found in there. They are provided either as long, temperature
dependent lists of numbers or in terms of coefficients to be inserted into ansatzes
for the Gibbs free energy densities (see [20] for an example of the latter). Note
that for solids the difference in Gibbs free energy densities and free energy
densities is absolutely negligible. Hence, this data is reliable provided that
the corresponding calorimetric measurements were made at all. In fact, for
new solder materials these might not yet be available and one might have to
wait until new updates for the data banks become available. However, for the
solders studied by us this data was available.

3.3 Simulations

In what follows we shall a selection of simulations together with a brief dis-
cussions. We will concentrate on SnPb37. Further details and various other
simulations are presented in [19], [20], [44] (for SnPb), and in [3], [2], [4], [5]
(for AgCu).

3.3.1 Initial conditions

In order to solve Eqns. (3.2.2), (3.2.3), (3.2.26), (3.2.27) an initial condition is
required. This initial condition is a homogeneous distribution of the eutectic
mixture. However, if we start with a perfectly homogeneous distribution nothing
would happen. The decomposition has to be triggered. Fig. 3.6 shows how this
is achieved: Some very slight inhomogeneities in concentration are introduced
at randomly chosen positions of the RVE.

3.3.2 Aging at high and low temperatures

Fig. 3.7 shows the predicted aging at room temperature (top) and at 125℃(bottom).
The degree of coarsening in the last pictures of each row seems to be about the
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Figure 3.6: Initial condition for spinodal decomposition, (magnified view on
the right).

same. However, note that the first row corresponds to 90 h and the second one
to 5 min of exposure to temperature.

Figure 3.7: Aging at RT (top) and 125℃(bottom).

3.3.3 Simulation of temperature cycling

The sequence of pictures shown in Fig. 3.8 shows what happens to tin-lead
solder during temperature cycling, which is frequently performed while testing
microelectronic components. The first row shows the aging process at room
temperature, which has already been shown before. Then we use the last
picture as initial condition to further simulations of the coarsening process at
125℃. Obviously this results in visible further coarsening and, what is more, at
a much smaller time than the first row of pictures represents, 90 h vs. 5 min.

Figure 3.8: Effect of temperature cycling (see text).
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3.3.4 Influence of surface tensions

So far, an anisotropic behavior has been assumed as far as the higher gradient
coefficients are concerned: 𝑎𝛼

𝑘𝑙 for tin is not a spherical tensor, due to its
tetragonal crystal structure (see [19] and [20] for details). The sequence of
pictures shown in Fig. 3.9 shows what happens if we switch to 𝑎𝑘𝑙 = 𝑎𝛿𝑘𝑙: the
developing substructures have a circular instead of an elongated structure. In
fact, this is what we observe in the case of AgCu29 (see Fig. 3.3).

Figure 3.9: Coarsening for the case of isotropic surface tensions.

3.3.5 Influence of external stress and potential healing

The first row of pictures in Fig. 3.10 shows aging at 125℃ with thermal mis-
match and at a different angle of crystal lattices than before. This is then
followed by application of ca. 5 MPa compressive stress in horizontal direction2.
Intensification of the coarsening is clearly visible. If we now take the stress
away and switch to room temperature (third row) we realize that healing sets
in as a consequence to the diffusion process.

Figure 3.10: Aging at 125℃(top), application of a compressive external stress
(middle), healing at low temperature (bottom).

2In fact a compressive strain 𝜖11 was prescribed and the stress value followed by multiplying
with Young’s modulus of the alloy.
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4 Growth of intermetallic compounds

4.1 Phenomenology

The term “intermetallic,” a.k.a. an InterMetallic Compound (IMC), inter-
metallic alloy, ordered intermetallic alloy, or long-range-ordered alloy, is a
solid-state compound exhibiting metallic bonding, defined stoichiometry and
ordered crystal structure. In context with the advent of lead-free low melting
point microelectronic solders, IMCs have become more and more an object
of interest and concern. As examples we consider the eutectic binary solder
SnAg3.5 and the ternary eutectic SnAg3.8Cu0.7, which solidify at ca. 221℃
and 217℃, respectively, i.e. at a slightly higher temperature than eutectic
SnPb. In contrast to the latter they show no spinodal decomposition, the
mass percentage of the minority species is much too small and intermetallic
compounds form instead in form of very small precipitates in a tin matrix.

Fig. 4.1 shows several scenarios of IMC formation. The first picture presents
a solder ball made of SnAg3.8Cu0.7. Needles and platelets made of Ag3Sn and
Cu6Sn5 have formed within the tin matrix. The second picture shows what can
happen at the interface of an SnAg3.5 solder ball attached to a copper pad:
Again we see IMC needles consisting of Ag3Sn. However, in addition to that a
wawy, “scallop-shaped” interface of Cu6Sn5 has formed right at the interface
where an ample supply of copper is present.

Figure 4.1: Formation of intermetallics in microlectronic solder connections,
[82], [24], [66], [88].

The third micrograph shows what can happen if the SnAg3.5/Cu contact
is aged at (elevated) temperatures: A second, less curvy intermetallic layer

Lecture Notes of  TICMI, vol. 16, 2015

60 



made of Cu3Sn has formed in between the copper substrate and the Cu6Sn5.
Finally note that the copper substrate is usually passivated in order to avoid
its oxidation. Frequently nickel is used for that purpose. This in turn can lead
to the generation of “pure” nickel-tin IMCs, Ni4Sn3, or mixed compounds, such
as (Cu,Ni)6Sn5 (last micrograph).

In summary we may conclude that were are facing a “combination” of the
two effects presented in the last two sections. There are chemical reactions
present, for example:

6Cu + 5Sn ⇌ Cu6Sn5. (4.1.1)
Moreover, the lattice constants of the participating products and reactants are
different, which will give rise to internal stress generation. Then, the atoms
have to diffuse to the place where the reaction takes place. In fact, we are
facing a multi-component diffusion process, since, for example, the diffusion
coefficients of Sn in Cu and of Cu in Sn are very different, giving rise to the
formation of vacancies. We proceed to discuss this issue.

4.2 Reliability issues

One of the main issues in context with the formation of IMCs in lead-free
solders is their uncontrolled growth. For example, if Cu6Sn5 or Ag3Sn platelets
and needles form in the bulk of tin it might even be beneficial in the sense of
particle toughening, as long as these structures do not become to large and
pointy.

Moreover, if a microelectronic joint is “used,” i.e., an electric current goes
through, this may increase the local temperature due to Joule heating. Besides
that the electric current may trigger electromigrating effects.

Figure 4.2: Thermally activated growth of Ni4Sn3 (left) and Cu6Sn5 (right)
[93].

The effect of exposure to heat is shown in Fig. 4.2. The effect is clearly visible.
Fig. 4.3 illustrates the process of deterioration for the case of electromigration.

A thin, uniform and continuous layer of intermetallic compounds is an
important requirement for a high-quality contact, because it provides a metal-
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Figure 4.3: Cu6Sn5 growing by electromigration; left inset w/o electric current
[14].

lurgical contact that is critical for electronic assemblies. At the same time, a
thickly layered intermetallic layer reduces solder joint reliability because of its
inherent brittleness and tendency to generate structural defects caused by the
mismatch of physical properties.

In fact, large structural defects, such as interface cracks (see the right inset
in Fig. 4.3), may be preceded by the formation of voids. Such voids can form in
metals under suitable conditions of multiaxial stress. However, they can also
result from different diffusion coefficients of the migrating species. The latter
effect is known as Kirkendall void formation.

Early diffusion models postulated that atomic motion in substitutional
alloys occurs via a direct exchange mechanism, in which atoms migrate by
switching positions with atoms on adjacent lattice sites. Such a mechanism
implies that the atomic fluxes of two different materials across an interface
must be equal, as each atom moving across the interface causes another atom
to move across in the other direction.

Another possible diffusion mechanism involves lattice vacancies. An atom
can move into a vacant lattice site, effectively causing the atom and the vacancy
to switch places. If large-scale diffusion takes place in a material, there will be
a flux of atoms in one direction and a flux of vacancies in the other.

The Kirkendall effect arises when two distinct materials are placed next to
each other and diffusion is allowed to take place between them. In general, the
diffusion coefficients of the two materials in each other are not the same. This
is only possible if diffusion occurs by a vacancy mechanism; with an exchange
mechanism, atoms will cross the interface in pairs, so the diffusion rates will
be identical. The material with the higher diffusion coefficient will have a
larger associated vacancy flux into it, so the net movement of vacancies will be
from the material with the lower diffusion coefficient into the material with the
higher diffusion coefficient. For the present case (to be precise for 95Pb-5Sn) it
is reported [85] that the diffusivity of Cu is about twice that of Sn at 1700C,
which confirms the experimental evidence in [66].

Fig. 4.5 illustrates, from an experimental materials science point-of-view
[66], the currently accepted view of the various diffusion fluxes relevant for
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Figure 4.4: Kirkendall voiding at Cu/Sn interfaces [66], [99].

Cu3Sn and Cu6Sn5 formation. Note that there is definitely more than one
singular interface involved. The parameters 𝑝 and 𝑞 are the total amount of
moles of Cu- and Sn-atoms, respectively, transferred per unit area through the
product layer of Cu3Sn during total diffusion time, 𝑡. Analogously, 𝑟 and 𝑠
are the number of moles of Cu- and Sn-atoms transported during interaction
across unit area through the Cu6Sn5-phase layer. The transport of vacancies
is not even shown but indirectly understood because of the different diffusion
coefficients of the two species involved.

Moreover, note that experiments by Yu and Kim [100] that Kirkendall
voiding in copper tin solder interconnects is strongly affected by mechanical
stress. They say: “Once nucleated, voids can grow by local tensile stress,
originating from residual stress in the film and/or the Kirkendall effect. Vacancy
annihilation at the Cu/Cu3Sn interface can induce tensile stress which drives
the Kirkendall void growth.”

Figure 4.5: Elementary diffusion processes inherent to Cu3Sn and Cu6Sn5 IMC
formation from [66].

4.3 The modeling-state-of-the-art

During the last few years various attempts from the continuum theory per-
spective have been made to model IMC formation in microelectronic soldering.
However, it should be mentioned that, for technological reasons, these efforts
did not only include the modeling of the mechano-chemical part but also
electromigrational effects based on diffusion theory in the bulk. Examples of
this are the papers of [45], [1], [92], [15], [101] where we find expressions of an
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extended diffusion flux, 𝑞, for the vacancies, such as:

𝑞 = −𝐷v𝐶v0 (∇𝑐 +
𝑍∗𝑒

𝑘𝑇
(−𝜌𝑗)𝑐 + 𝑐𝑓𝛺

𝑘𝑇
∇𝜎spherical +

𝑐

𝑘𝑇 2𝑄
∗∇𝑇) (4.3.1)

where 𝐷v is the effective vacancy diffusivity, 𝐶v0 is the equilibrium vacancy
concentration in the absence of a stress field, 𝑐 is normalized vacancy concentra-
tion, 𝑍∗ is the effective charge number of a vacancy, 𝑒 is the electronic charge
of an electron, 𝑘 is Boltzmann’s constant, 𝑇 is absolute temperature, 𝜌 is metal
resistivity, 𝑗 is the current density vector, 𝑓 is the ratio of the volume of an
atom to the volume of an atomic vacancy, 𝛺 is the atomic volume, 𝜎spherical is
the spherical part of stress tensor, and 𝑄∗ is the heat of transport.

In this context it must be noted that the interaction between mechanics and
chemistry (and electric current) is more or less introduced as a deus ex machina
than in a rational manner. However, it is fair to say that the aforementioned
papers work with explicit field equations and provide valuable hints of how to
treat them numerically. Their preferred method is finite elements, specifically
ABAQUS, augmented by user-defined subroutines.

In the paper by Park and Arróyave [65] the multiphase-field formalism
originally developed by Steinbach and Pezzolla [84] was used to model the
development of both IMCs, Cu3Sn and Cu6Sn5, within the framework of
standard nucleation and multicomponent diffusion theory based on CALPHAD
thermodynamic models and related data banks. The influence of coupling
between diffusion, local mechanical stresses and strains, and the chemical
reaction was not included. Moreover, since critical parameters for the simulation,
such as interfacial energies and mobilities, are notoriously hard to come by, they
were used as varying simulation parameters in order to gain insight into the
dominant mechanisms controlling the evolution of the IMC layers. Moreover,
only the early stages of aging were simulated.

As a true alternative to the standard multi-component diffusion equations
Sadasiva et al. [79] have proposed to use phase field theories to tackle the prob-
lem. Their approach is based on such formulae as shown in Eqn. (4.3.1), where
mechano-electro-chemical interaction is acknowledged, even in a somewhat
empirical way. Loosely speaking, they also introduce a phase field function, 𝜑,
in order to smooth out the transition between regions of strong field fluctuations,
just like one of the authors of this article did in [19] or [20].

Most recently Sadasiva et al. [80] have demonstrated that their custom-made
code is currently capable of handling the migration of one species (Cu) and
voids. Experimental verification of the results as well as detailed quantification
is still pending.

In summary, we conclude that currently there is no truly multi-component
diffusion theory available for describing IMC formation and growth in general,
and of Ag3Sn, Ni3Sn4, Cu3Sn, Cu6Sn5, and (Cu,Ni)6Sn5 in particular, that
connects mechanics, mass transport, and multi-component reactions. Moreover,
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the chemical reaction process leading to these IMCs has not been addressed
at all not to mention this being done in a thermodynamically proper manner.
In particular, the use of modern concepts of chemical affinity written in terms
of Eshelby’s energy momentum tensor has not been realized. It is an open
question as to whether a sharp interface theory might suffice or whether it has
to be complemented or to be replaced by a phase field formulation. The future
will tell.
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