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1. Statement of the problem. Basic notation and definitions

For the linear system of the generalized differential equations

dx = dA(t) · x + df(t) for t ∈ R+, (1.1)

consider the problem on the bounded on R+ solution

sup{‖x(t)‖ : t ∈ R+} < +∞, (1.2)

where R+ = [0,+∞[, A = (aik)n
i,k=1 ∈ BVloc(R+, Rn×n), and f = (fi)n

i=1 ∈ BVloc(R+, Rn).
The generalized ordinary differential equations were introduced by J. Kurzweil [10]. To a

considerable extent, the interest to the theory has also been stimulated by the fact that this
theory enabled one to investigate ordinary differential, impulsive differential and difference
equations from a unified point of view (see [1]–[7], [9, 11] and references therein).

Therefore, we can consider the ordinary differential, impulsive differential and difference
equations as equations of the same type.

In this paper effective sufficient conditions are established for the existence of solutions
of problem (1.1), (1.2). Analogous results are contained in [8] (see also references therein) for
the problem for systems of ordinary differential equations.

In the paper the use will be made of the following notation and definitions
R =]−∞,+∞[. [a, b], [a, b[ are, standard intervals.
Rn×m is the space of all real n ×m matrices X with the standard norm. Rn = Rn×1 is

the space of all real column n-vectors x.
If X ∈ Rn×n, then X−1, det(X) and r(X) are, respectively, the matrix inverse to X, the

determinant of X and the spectral radius of X; In is the identity n× n-matrix.
The inequalities between the matrices are understood componentwise.
b
V
a
(X) is the sum of total variations of the components of the matrix-function X : [a, b] →

Rn×m. If X = (xij)
n,m
i,j=1 : R → Rn×m, then V (X)(t) = (

t
V
0
(xij))

n,m
i,j=1.

X(t−) and X(t+) are, respectively, the left and the right limits of X :]α, β[→ Rn×m at
the point t. X is defined by continuity outside of the interval. d1X(t) = X(t) − X(t−),
d2X(t) = X(t+)−X(t).
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BV([a, b]; Rn×m) is the set of all matrix-functions X : [a, b] → Rn×m such that
b
V
a
(X) < ∞.

BVloc(R; Rn×m) is the set of all matrix-functions X : R → Rn×m whose restrictions on every
closed interval [a, b] belong to BV([a, b], Rn×n).

A matrix-function is said to be continuous, integrable, nondecreasing, etc., if each of its
components is such.

s1, s2 and sc : BVloc(R; R) → BVloc(R; R) are the operators, defined by

s1(x)(0) = s2(x)(0) = 0, sc(x)(0) = x(0)

s1(x)(t) = s1(x)(s) +
∑

s<τ≤t

d1x(τ), s2(x)(t) = s2(x)(s) +
∑

s≤τ<t

d2x(τ),

sc(x)(t) = sc(x)(s) + x(t)− x(s)−
2∑

j=1

(sj(x)(t)− sj(x)(s)) for s < t.

If g ∈ BV([a, b]; R), f : [a, b] → R and a ≤ s < t ≤ b, then we assume

t∫
s

x(τ) dg(τ) = (L− S)
∫

]s,t[

x(τ) dg(τ) + f(t)d1g(t) + f(s)d2g(s).

where (L − S)
∫

]s,t[

f(τ) dg(τ) is the Lebesgue–Stieltjes integral over the open interval ]s, t[.

It is known (see, [11]) that if the integral exists, then the right side of the integral equality

equals to the Kurzeil–Stieltjes integral (K − S)
t∫
s

f(τ) dg(τ) and, therefore,
t∫
s

f(τ) dg(τ) =

(K − S)
t∫
s

f(τ) dg(τ). If a = b, then we assume
b∫
a

x(t) dg(t) = 0.

a∫
−∞

f(τ)dg(τ) = lim
t→−∞

a∫
t

f(τ)dg(τ) and

+∞∫
a

f(τ)dg(τ) = lim
t→+∞

t∫
a

f(τ)dg(τ)

if the last limits exist (finite or infinite).
If G = (gik)n

i,k=1 ∈ BV([a, b]; Rn×n) and x = (xk)n
k : [a, b] → Rn, then

∫ b

a
dG(τ) · x(τ) =

(
n∑

k=1

∫ b

a
xk(τ) dgik(τ)

)n

i

.

We introduce the operator A(X, Y ) in the following way:
if X ∈ BVloc(R; Rn×n), det(In + (−1)jdjX(t)) 6= 0 for t ∈ R (j = 1, 2), and Y ∈

BVloc(R; Rn×m), then

A(X, Y )(0) = On×m,

A(X, Y )(t) = A(X, Y )(s) + Y (t)− Y (s)

+
∑

s<τ≤t

d1X(τ)(In − d1X(τ))−1d1Y (τ)

−
∑

s≤τ<t

d2X(τ)(In + d2X(τ))−1 d2Y (τ) (s < t).



44 Ashordia M.

By a solution of system (1.1) we mean a vector-function x ∈ BVloc(R, Rn) if

x(t) = x(s) +

t∫
s

dA(τ) · x(τ) + f(t)− f(s)) for s < t, s, t ∈ R.

If α ∈ BVloc(R, R) and t0 ∈ R are such that 1 + (−1)jdjα(t) 6= 0 for t ∈ R, t 6= t0
(j = 1, 2). Then it is known that (see [7, 9] the initial problem

dξ = ξdα(t), ξ(0) = 1

has the unique solution ξα and it is defined by

ξα(t) =



exp(sc(α)(t)− sc(α)(0))
∏

0<τ≤t

(1− d1α(τ))−1
∏

0≤τ<t

(1 + d2α(τ))

for t > 0,

exp(sc(α)(t)− sc(α)(0))
∏

t<τ≤0

(1− d1α(τ))
∏

t≤τ<0

(1 + d2α(τ))−1

for t < 0.

Let γα(t, s) ≡ ξα(t)ξ−1
α (s) be the Cauchy function of the problem.

Note that the following equality holds (see, [1, 3]

dξ−1
α (t, t0) ≡ −ξ−1

α (t, t0)dA(α, α).(t) (1.3)

We introduce the operator

ν(ζ)(t) = sup
{

τ ≥ t : ζ(τ) ≤ ζ(t+) + 1
}

if ξ : R → R is a nondecreasing function, and

ν(ζ)(t) = inf
{

τ ≤ t : ζ(τ) ≤ ζ(t−) + 1
}

,

if ζ : R → R is a non-increasing function.

2. Formulation of the results

For every ti ∈ R+ ∪ {+∞} (i = 1, . . . , n) we put N0(t1, . . . , tn) = {i : ti ∈ R+}. It is
evident that N0(t1, . . . , tn) = {1, . . . , n} if ti ∈ R+ (i = 1, . . . , n), and N0(t1, . . . , tn) = ∅ if
ti ∈ {+∞} (i = 1, . . . , n).

In the case, where ti = +∞, we assume sgn(t− ti) = −1 for t ∈ R+.
Theorem 1. Let

1 + (−1)jdjaii(t) 6= 0 for t ∈ R+ (j = 1, 2; i = 1, . . . , n) (2.1)

and let there exist ti ∈ R+ ∪ {+∞} (i = 1, . . . , n) such that

sik = sup
{∣∣∣∣

t∫
ti

|γi(t, τ)|dV
(
A(aii, aik)

)
(τ)
∣∣∣∣ : t ∈ R+

}
< +∞

(i 6= k; i, k = 1, . . . , n), (2.2)

sup
{∣∣∣∣

t∫
ti

|γi(t, τ)|dV
(
A(aii, fi)

)
(τ)
∣∣∣∣ : t ∈ R+

}
< +∞ (i = 1, . . . , n) (2.3)
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and

sup{|γi(t, ti)| : t ∈ R+} < +∞ for i ∈ N0(t1, . . . , tn), (2.4)

where γi(t, τ) ≡ γaii(t, τ) (i = 1, . . . , n). Let, moreover, the matrix S = (sik)n
i,k=1, where

sii = 0 (i = 1, . . . , n), be such that
r(S) < 1. (2.5)

Then for every ci ∈ R+ (i ∈ N0(t1, . . . , tn)) system (1.1) has at last one a bounded on R+

solution satisfying the condition

xi(ti) = ci for i ∈ N0(t1, . . . , tn)). (2.6)

If the case, where N0(t1, . . . , tn) = ∅, conditions (2.4) and (2.6) are eliminated and the
theorem has the following form.

Theorem 1′. Let conditions (2.1), (2.2) and (2.3) hold for ti = +∞ (i = 1, . . . , n), where
γi(t, τ) ≡ γaii(t, τ) (i = 1, . . . , n), and the matrix S = (sik)n

i,k=1, where sii = 0 (i = 1, . . . , n),
satisfy condition (2.5). Then system (1.1) has at least one solution bounded on R+.

Corollary 1. Let

1 + (−1)jdjaii(t) > 0 for t ∈ R+ (j = 1, 2; i = 1, . . . , n) (2.7)

and let there exist ti ∈ R+ ∪ {+∞} (i = 1, . . . , n) such that conditions (2.2), (2.3), (2.4) and
(2.5) hold, where S = (sik)n

i,k=1, sii = 0 (i = 1, . . . , n) and γi(t, τ) ≡ γaii(t, τ) (i = 1, . . . , n).
Let, moreover, the functions

A(aii, aik)(t) sgn(t− ti), A(aii, fi)(t) sgn(t− ti) (i 6= k; i, k = 1, . . . , n)
are nondecreasing on R+. (2.8)

Then for every ci ∈ R+ (i ∈ N0(t1, . . . , tn)) system (1.1) has at last one nonnegative and
bounded on R solution satisfying condition (2.6).

If N0(t1, . . . , tn) = ∅ then Corollary 1 has the following form.
Corollary 1′. Let conditions (2.7) and (2.8) hold and let there exist ti = +∞ (i =

1, . . . , n) such that conditions (2.2), (2.3) and (2.5) hold, where S = (sik)n
i,k=1, sii = 0

(i = 1, . . . , n) and γi(t, τ) ≡ γaii(t, τ) (i = 1, . . . , n). Then system (1.1) has at least one
nonnegative and bounded on R+ solution.

Theorem 2. Let (2.1) hold and let there exist ti ∈ R+ ∪ {+∞} (i = 1, . . . , n) such that
conditions (2.2), (2.3), (2.4) and (2.5) hold, where S = (sik)n

i,k=1, sii = 0 (i = 1, . . . , n) and
γi(t, τ) ≡ γaii(t, τ) (i = 1, . . . , n). Let, moreover,

lim inf
t→ti

γi(0, t) = 0 for i ∈ {1, . . . , n} \ N0(t1, . . . , tn). (2.9)

Then for every ci ∈ R+ (i ∈ N0(t1, . . . , tn)) system (1.1) has the unique and bounded on R+

solution (xi)n
i=1 satisfying condition (2.6) and

n∑
i=1

|xi(t)− xim(t)| ≤ ρ0α
m for t ∈ R+ (m = 1, 2, . . . )), (2.10)
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where ρ0 and α are the positive numbers independent of m, (xim)n
i=1 (m = 0, 1, . . . ) is the

sequence of the vector-functions the components of which are defined by

xi0(t) ≡ 0, xim(t) ≡ ui(t) +
n∑

k=1, k 6=i

t∫
ti

γi(t, τ)dA(aii, aikxk m−1)(τ) (2.11)

(i = 1, . . . , n; m = 1, 2, . . . ), and the functions ui (i = 1, . . . , n) are defined due to

ui(t) ≡ ciγi(t, ti) +

t∫
ti

γi(t, τ)dA(aii, fi)(τ) for i ∈ N0(t1, . . . , tn), (2.12)

ui(t) ≡
t∫

ti

γi(t, τ)dA(aii, fi)(τ) for i ∈ {1, . . . , n} \ N0(t1, . . . , tn). (2.13)

Corollary 2. Let (2.7) hold and let there exist ti ∈ R+ ∪ {+∞} (i = 1, . . . , n) such that
the functions aii(t) sgn(t− ti) (i = 1, . . . , n) are non-increasing on R+,

lim
t→ti

inf aii(t) = +∞ for i ∈ {1, . . . , n} \ N0(t1, . . . , tn), (2.14)

V (A(aii, aik))(t) ≤ −hik sgn(t− ti)A(aii, aii)(t) for t ∈ R+

(i 6= k; i, k = 1, . . . , n) (2.15)

and

r(H) < 1, (2.16)

where hik (i, k = 1, . . . , n) are such that H =
(
(1− δik)hik

)n
i,k=1

. Let, moreover,

ρi = sup
{∣∣∣∣ ν(ζi)(t)∨

t

(
A(aii, fi)

)∣∣∣∣ : t ∈ R+

}
< ∞ (i = 1, . . . , n), (2.17)

where ζi(t) ≡ ξaii sgn(t− ti) (i = 1, . . . , n). Then conclusion of Theorem 2 is true.
Corollary 3. Let there exist the points ti ∈ R+ ∪ {+∞} (i = 1, . . . , n), the functions

αi : R+ → R (i = 1, . . . , n) and the numbers ηik ∈ R (i, k = 1, . . . , n) such that the functions
αi(t) sgn(t− ti) (i = 1, . . . , n) are nondecreasing on R+ and conditions(

sc(aii)(t)− sc(aii)(s)
)

sgn(t− s) ≤ ηii

(
sc(αi)(t)− sc(αi)(s)

)
for (t− s)(s− ti) > 0 (i = 1, . . . , n), (2.18)

d1aii(t) ≤ ηiid1αi(t) < 1, −1 < d2aii(t) ≤ ηiid2αi(t) (i = 1, . . . , n), (2.19)∣∣sc(aik)(t)− sc(aik)(s)
∣∣ sgn(t− s) ≤ ηik

(
sc(αi)(t)− sc(αi)(s)

)
for (t− s)(s− ti) > 0 (i 6= k; i, k = 1, . . . , n) (2.20)

and

|djaik(t)| ≤ ηik|djαi(t)| (j = 1, 2; i 6= k; i, k = 1, . . . , n) (2.21)
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hold on R+, where H =
(
(1− δik)ηik|ηii|−1

)n
i,k=1

. Let, moreover,

ρi = sup
{∣∣∣∣ ν(ϑi)(t)∨

t

(
A(ηiαi, fi)

)∣∣∣∣ : t ∈ R+

}
< ∞ (i = 1, . . . , n), (2.22)

where ϑi(t) ≡ ξηiai sgn(t− ti) (i = 1, . . . , n). Then the conclusion of Theorem 2 is true.
Theorem 2′. Let (2.1) hold and let there exist ti = +∞ (i = 1, . . . , n) such that

conditions (2.2), (2.3) and (2.5) hold, where S = (sik)n
i,k=1, sii = 0 (i = 1, . . . , n) and

γi(t, τ) ≡ γaii(t, τ) (i = 1, . . . , n).‘Let, moreover,

lim inf
t→ti

γi(0, t) = 0 for i ∈ {1, . . . , n}. (2.23)

Then system (1.1) has the unique and bounded on R+ solution (xi)n
i=1 and

n∑
i=1

|xi(t)− xim(t)| ≤ ρ0α
m for t ∈ R+ (m = 1, 2, . . . ),

where ρ0 and α are the positive numbers independent of m, (xim)n
i=1 (m = 0, 1, . . . ) is the

sequence of the vector-functions the components of which are defined by

xi0(t) ≡ 0, xim(t) ≡
t∫

ti

γi(t, τ)dA(aii, fi)(τ)

+
n∑

k=1, k 6=i

t∫
ti

γi(t, τ)dA(aii, aikxk m−1)(τ) (i = 1, . . . , n; m = 1, 2, . . . ).

Corollary 2′. Let (2.7) hold and let there exist ti = +∞ (i = 1, . . . , n) such that the func-
tions aii(t) sgn(t− ti) (i = 1, . . . , n) are non-increasing on R+, conditions (2.15), (2.16), (2.17)
and

lim
t→ti

inf aii(t) = +∞ for i ∈ {1, . . . , n} (2.24)

hold, where ζi(t) ≡ ξaii sgn(t − ti) (i = 1, . . . , n), and the numbers hik (i, k = 1, . . . , n) are
such that H =

(
(1− δik)hik

)n
i,k=1

. Then the conclusion of Theorem 2′ is true.
Corollary 3′. Let there exist ti = +∞ (i = 1, . . . , n) and the functions αi : R+ → R

(i = 1, . . . , n) such that the functions αi(t) sgn(t− ti) (i = 1, . . . , n) are nondecreasing on R+

and conditions (2.16), (2.18) – (2.22) hold on R+, where ϑi(t) ≡ ξηiai sgn(t−ti) (i = 1, . . . , n),
and the numbers ηik, ηii < 0 (i, k = 1, . . . , n) are such that H =

(
(1 − δik)ηik|ηii|−1

)n
i,k=1

.
Then the conclusion of Theorem 2′ is true.

Corollary 4. Let the conditions of Theorem 2 or Corollary 2 (Corollary 3) are fulfilled.
Let, in addition, condition (2.8) hold. Then for every ci ∈ R+ (i ∈ N0(t1, . . . , tn)) system (1.1)
has the unique and bounded on R+ solution satisfying condition (2.6) and it is nonnegative.

Corollary 4′. Let the conditions of Theorem 2′ or Corollary 2′ (Corollary 3′) are fulfilled.
Let, in addition, condition (2.8) hold. Then system (1.1) has the unique and bounded on R+

solution and it is nonnegative.

3. Proof of the results

We use the following Lemma for the proofs of the results.
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Lemma 1. Let x ∈ BVloc(R+, Rn×m) be a solution of system (1.1). Then x will be the
solution of the system

dx = dA(t) · x + df(t) for t ∈ R (3.1)

under the condition
sup{‖x(t)‖ : t ∈ R} < +∞, (3.2)

as well, if
aik(t) = fk(t) = 0 (i, k = 1, . . . , n) for t < 0.

The lemma immediately follows from the definitions of solutions of systems (1.1) and
(3.1).

So that, problem (1.1), (1.2) is a particular case to problem (3.1), (3.2).
Problem (3.1), (3.2) is investigated in [6]. We give the results obtained in [1].
Differing to section 1, we introduce the set N0 in such a way.
For every ti ∈ R ∪ {−∞,+∞} (i = 1, . . . , n) we put N0(t1, . . . , tn) = {i : ti ∈ R}. It is

evident that N0(t1, . . . , tn) = {1, . . . , n} if ti ∈ R (i = 1, . . . , n), and N0(t1, . . . , tn) = ∅ if
ti ∈ {−∞,+∞} (i = 1, . . . , n).

In the case, where ti = −∞ (ti = +∞), we assume sgn(t−ti) = 1 for t ∈ R (sgn(t−ti) =
−1 for t ∈ R).

Theorem 3. Let

1 + (−1)jdjaii(t) 6= 0 for t ∈ R (j = 1, 2; i = 1, . . . , n) (3.3)

and let there exist ti ∈ R ∪ {−∞,+∞} (i = 1, . . . , n) such that

sik = sup
{∣∣∣∣

t∫
ti

|γi(t, τ)|dV
(
A(aii, aik)

)
(τ)
∣∣∣∣ : t ∈ R

}
< +∞

(i 6= k; i, k = 1, . . . , n), (3.4)

sup
{∣∣∣∣

t∫
ti

|γi(t, τ)|dV
(
A(aii, fi)

)
(τ)
∣∣∣∣ : t ∈ R

}
< +∞ (i = 1, . . . , n) (3.5)

and

sup{|γi(t, ti)| : t ∈ R} < +∞ for i ∈ N0(t1, . . . , tn), (3.6)

where γi(t, τ) ≡ γaii(t, τ) (i = 1, . . . , n). Let, moreover, the matrix S = (sik)n
i,k=1, where sii =

0 (i = 1, . . . , n), be such that condition (2.5) holds. Then for every ci ∈ R (i ∈ N0(t1, . . . , tn))
system (3.1) has at least one bounded on R solution, are satisfying the condition

xi(ti) = ci for i ∈ N0(t1, . . . , tn). (3.7)

If the case, where N0(t1, . . . , tn) = ∅, conditions (2.5) and (3.6) are eliminated and the
theorem has the following form.

Theorem 3′. Let conditions (3.3), (3.4) and (3.5) hold for some ti ∈ {−∞,+∞} (i =
1, . . . , n), where γi(t, τ) ≡ γaii(t, τ) (i = 1, . . . , n), and the matrix S = (sik)n

i,k=1, where
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sii = 0 (i = 1, . . . , n), satisfy condition (2.5). Then system (3.1) has at least one solution
bounded on R.

Corollary 5. Let

1 + (−1)jdjaii(t) > 0 for t ∈ R, (j = 1, 2; i = 1, . . . , n) (3.8)

and let there exist ti ∈ R∪{−∞,+∞} (i = 1, . . . , n) such that conditions (2.5), (3.4), (3.5) and
(3.6) hold, where S = (sik)n

i,k=1, sii = 0 (i = 1, . . . , n) and γi(t, τ) ≡ γaii(t, τ) (i = 1, . . . , n).
Let, moreover, the functions

A(aii, aik)(t) sgn(t− ti), A(aii, fi)(t) sgn(t− ti) (i 6= k; i, k = 1, . . . , n)
are nondecreasingon R. (3.9)

Then for every ci ∈ R+ (i ∈ N0(t1, . . . , tn)) system (3.3) has at least one nonnegative and
bounded on R solution, satisfying condition (3.7).

If N0(t1, . . . , tn) = ∅ then Corollary 5 has the following form.
Corollary 5′. Let conditions (3.8) and (3.9) hold and let there exist ti ∈ {−∞,+∞}

(i = 1, . . . , n) such that conditions (2.5), (3.4) and (3.5) hold, where S = (sik)n
i,k=1, sii = 0

(i = 1, . . . , n) and γi(t, τ) ≡ γaii(t, τ) (i = 1, . . . , n). Then system (3.1) has at least one
nonnegative and bounded on R solution.

Theorem 4. Let (3.3) hold and let there exist ti ∈ R ∪ {−∞,+∞} (i = 1, . . . , n) such
that conditions (2.5), (3.4), (3.5) and(3.6) hold, where S = (sik)n

i,k=1, sii = 0 (i = 1, . . . , n)
and γi(t, τ) ≡ γaii(t, τ) (i = 1, . . . , n).‘Let, moreover, condition (2.9) hold. Then for every
ci ∈ R (i ∈ N0(t1, . . . , tn)) system (3.1) has the unique and bounded on R solution (xi)n

i=1

satisfying condition (3.7) and

n∑
i=1

|xi(t)− xim(t)| ≤ ρ0α
m for t ∈ R (m = 1, 2, . . . )),

where ρ0 and α are the positive numbers independent of m, (xim)n
i=1 (m = 0, 1, . . . ) is the

sequence of the vector-functions the components of which are defined by (2.11), (2.12) and
(2.13).

Corollary 6. Let (3.8) hold and let there exist ti ∈ R ∪ {−∞,+∞} (i = 1, . . . , n) such
that the functions aii(t) sgn(t − ti) (i = 1, . . . , n) are non-increasing on R, and conditions
(2.9),

V (A(aii, aik))(t) ≤ −hik sgn(t− ti)A(aii, aii)(t) for t ∈ R
(i 6= k; i, k = 1, . . . , n) (3.10)

and (2.16) hold, where H =
(
(1− δik)hik

)n
i,k=1

. Let, moreover,

ρi = sup
{∣∣∣∣ ν(ζi)(t)∨

t

(
A(aii, fi)

)∣∣∣∣ : t ∈ R
}

< ∞ (i = 1, . . . , n), (3.11)

where ζi(t) ≡ ξaii sgn(t− ti) (i = 1, . . . , n). Then the conclusion of Theorem 4 is true.
Corollary 7. Let there exist the points ti ∈ R∪{−∞,+∞} (i = 1, . . . , n), the functions

αi : R → R (i = 1, . . . , n) and the numbers ηik ∈ R (i, k = 1, . . . , n) such that the functions
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αi(t) sgn(t− ti) (i = 1, . . . , n) are nondecreasing on R and conditions (2.18), (2.19), (2.20) and
(2.21) hold on R+, where H =

(
(1− δik)ηik|ηii|−1

)n
i,k=1

. Let, moreover,

ρi = sup
{∣∣∣∣ ν(ϑi)(t)∨

t

(
A(ηiαi, fi)

)∣∣∣∣ : t ∈ R
}

< ∞ (i = 1, . . . , n), (3.12)

where ϑi(t) ≡ ξηiai sgn(t− ti) (i = 1, . . . , n). Then the conclusion of Theorem 4 is true.
Theorem 4′. Let (3.3) hold and let there exist ti ∈ {−∞,+∞} (i = 1, . . . , n) such

that conditions (2.5), (3.4) and (3.5) hold, where S = (sik)n
i,k=1, sii = 0 (i = 1, . . . , n) and

γi(t, τ) ≡ γaii(t, τ) (i = 1, . . . , n). Let, moreover, condition (2.23) hold. Then system (3.1)
has the unique and bounded on R solution (xi)n

i=1 and

n∑
i=1

|xi(t)− xim(t)| ≤ ρ0α
m for t ∈ R (m = 1, 2, . . . ),

where ρ0 and α are the positive numbers independent of m, (xim)n
i=1 (m = 0, 1, . . . ) is the

sequence of the vector-functions the components of which are defined as in Theorem 2′.
Corollary 7′. Let (3.8) hold and let there exist ti ∈ {−∞,+∞} (i = 1, . . . , n) such that

the functions aii(t) sgn(t− ti) (i = 1, . . . , n) are non-increasing on R, conditions (2.16), (3.10),
(3.11) and (2.24) hold, where ζi(t) ≡ ξaii sgn(t − ti) (i = 1, . . . , n), and the numbers hik

(i, k = 1, . . . , n) are such that H =
(
(1− δik)hik

)n
i,k=1

. Then the conclusion of Theorem 3′ is
true.

Corollary 8. Let there exist the points ti ∈ {−∞,+∞} (i = 1, . . . , n) and the func-
tions αi : R → R (i = 1, . . . , n) such that the functions αi(t) sgn(t − ti) (i = 1, . . . , n)
are nondecreasing on R and conditions (2.16), (2.18) – (2.21) and (3.12) hold on R, where
ϑi(t) ≡ ξηiai sgn(t− ti) (i = 1, . . . , n), and the numbers ηik, ηii < 0 (i, k = 1, . . . , n) are such
that H =

(
(1− δik)ηik|ηii|−1

)n
i,k=1

. Then the conclusion of Theorem 3′ is true.
Corollary 8′. Let the conditions of Theorem 4 or Corollary 6 (Corollary 7) are fulfilled.

Let, in addition, condition (3.9) hold. Then for every ci ∈ R+ (i ∈ N0(t1, . . . , tn)) system (3.1)
has the unique and bounded on R solution satisfying condition (3.7) and it is nonnegative.

Corollary 9. Let the conditions of Theorem 4′ or Corollary 6′ (Corollary 7′) are fulfilled.
Let, in addition, condition (3.9) hold. Then system (3.1) has the unique and bounded on R
solution and it is nonnegative.

R E F E R E N C E S

1. Ashordia M. On the general and multipoint boundary value problem for linear systems of gen-
eralized ordinary differential equations, linear impulsive and linear difference systems. Mem. Differ.
Equ. Math. Phys., 36 (2005), 1-80.

2. Ashordia M. T. On some boundary value problems for linear generalized differential systems
with singularities (Russian). D iffer. Uravn., 46, 2 (2010), 163-177; English transl.: Differ. Equ., 46,
2 (2010), 167-181.

3. Ashordia M. T. The Ienitial Problem for Linear Systems of Generalized Ordinary Differential
Equations, Linear Impulsive and Ordinary Differential Systems. Numerical Solvability.Mem. Differ.
Equ. Math. Phys., 78 (2019), 1-162.

4. Ashordia M. T. The General boundary value Problems for Linear Systems of Generalized Or-
dinary Differential Equations, Linear Impulsive differential and Ordinary Differential Systems. Nu-
merical Solvability. Mem. Differ. Equ. Math. Phys., 81 (2020), 1-184.



On Existence of Bounded Solutions on Nonnegative Real Semiaxis of ... 51

5. Ashordia M., Gabisonia I. and Talakhadze M. On the solvability of the Cauchy problem for
linear systems of generalized ordinary differential equations with singularities. Georgian Math. J.,
28, 1 (2021), 29-47.

6. Ashordia Malkhaz. On Existence of Bounded Solutions on Real Axis R of Linear Systems of
Generalized Ordinary Differential Equations. Mishkolc Math. Notes., 24, 1 (2023), 63-79.

7. Groh J. A nonlinear Volterra-Stieltjes integral equation and a Gronwall inequality in one
dimension. Illinois J. Math. 24, 2 (1980), 244-263.

8. Kiguradze I. The Initial Value Problem and Boundary Value Problems for Systems of Ordinary
Differential Equations (Russian). Vol. I. Linear Theory, Metsniereba, Tbilisi, 1997.

9. Hildebrandt T. H. On systems of linear differentio-Stieltjes-integral equations. Illinois J. Math.,
3 (1959), 352-373.

10. Kurzweil J. Generalized ordinary differential equations and continuous dependence on a
parameter. Czechoslovak Math. J., 7(82), 3 (1957), 418-449.
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