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Abstract. For an optimal control problem involving neutral differential equation, whose

right-hand side is linear with respect to prehistory of the phase velocity, existence theorems

of optimal element are proved. Under element we imply the collection of delay parameters

and initial functions, initial moment and vector, control and finally moment.
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1. Formulation of main results

Let Rn
x be the n-dimensional vector space of points x = (x1, . . . , xn)T , where T is

the sign of transposition, let a < t01 < t02 < t11 < t12 < b, 0 < τ1 < τ2, 0 < σ1 < σ2 be
given numbers with t11 − t02 > max{τ2, σ2}; suppose that O ⊂ Rn

x is a open set and
U ⊂ Rr

u is a compact set, the function F (t, x, y, u) = (f 0(t, x, y, u), f 1(t, x, y, u), ...,
fn(t, x, y, u))T is continuous on the set I×O2×U and continuously differentiable with
respect to x and y, where I = [a, b]; further, let Φ and ∆ be sets of measurable initial
functions φ(t) ∈ K0, t ∈ [τ̂ , t02] and ς(t) ∈ K1, t ∈ [τ̂ , t02], respectively, where τ̂ = a −
max{τ2, σ2}, K0 ⊂ O is a compact set, K1 ⊂ Rn

x is a convex and compact set ; let Ω be
a set of measurable control functions u(t) ∈ U, t ∈ I and let gi(t0, t1, τ, η, x0, x1), i = 0, l
be continuous scalar functions on the set [t01, t02]× [t11, t12]× [τ1, τ2]× [σ1, σ2]×X0×O,
where X0 ⊂ O is a compact set.

To each element w = (t0, t1, τ, σ, x0, φ, ς, u) ∈ W = [t01, t02] × [t11, t12] × [τ1, τ2] ×
[σ1, σ2]×X0 × Φ×∆× Ω we assign the quasi-linear neutral differential equation

ẋ(t) = A(t)ẋ(t− σ) + f(t, x(t), x(t− τ), u(t)), t ∈ [t0, t1] (1.1)

with the initial condition

x(t) = φ(t), ẋ(t) = ς(t), t ∈ [τ̂ , t0), x(t0) = x0, (1.2)

where A(t) = (aij(t)), i, j = 1, n, t ∈ I is a given n× n -dimensional continuous matrix
function, f = (f 1, ..., fn)T .

Remark 1.1. The symbol ẋ(t) on the interval [τ̂ , t0) is not connected with deriva-
tive of the function φ(t).

Definition 1.1. Let w = (t0, t1, τ, σ, x0, φ, ς, u) ∈ W . A function x(t) = x(t;w) ∈
O, t ∈ [τ̂ , t1], is called a solution corresponding to the element w, if it satisfies condition
(1.2) and is absolutely continuous on the interval [t0, t1] and satisfies equation (1.1)
almost everywhere (a.e.) on [t0, t1].
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Definition 1.2. An element w = (t0, t1, τ, σ, x0, φ, ς, u) ∈ W is said to be admissible
if there exists the corresponding solution x(t) = x(t;w) satisfying the condition

g(t0, t1, τ, σ, x0, x(t1)) = 0, (1.3)

where g = (g1, ..., gl).

We denote the set of admissible elements by W0. Now we consider the functional

J(w) = g0(t0, t1, τ, σ, x0, x(t1))+∫ t1

t0

[
a0(t)ẋ(t− σ) + f 0(t, x(t), x(t− τ), u(t))

]
dt, w ∈ W0,

where x(t) = x(t;w), and a0(t) = (a10(t), ..., a
n
0 (t)), t ∈ I is a given continuous function.

Definition 1.3. An element w0 = (t00, t10, τ0, σ0, x00, φ0, ς0, u0) ∈ W0 is said to be
optimal if

J(w0) = inf
w∈W0

J(w). (1.4)

The problem (1.1)-(1.4) is called the quasi-linear neutral optimal problem.
Theorem 1.1. There exists an optimal element w0 if the following conditions hold:
1.1. W0 ̸= Ø;
1.2. There exists a compact set K2 ⊂ O such that for an arbitrary w ∈ W0

x(t;w) ∈ K2, t ∈ [τ̂ , t1];

1.3. The sets

P (t, x) =
{
F (t, x, y, u) : (y, u) ∈ K0 × U

}
, (t, x) ∈ I ×O

and
P1(t, x, y) =

{
F (t, x, y, u) : u ∈ U

}
, (t, x, y) ∈ I ×O2

are convex.
Remark 1.2. Let K0 and U be convex sets, and

F (t, x, y, u) = B(t, x)y + C(t, x)u.

Then the condition 1.3 of Theorem 1.1 holds.
Theorem 1.2.There exists an optimal element w0 if the conditions 1.1 and 1.2 of

Theorem 1.1 hold, moreover the following conditions are fulfilled:
1.4. The function f(t, x, y, u) has a form

f(t, x, y, u) = D(t, x)y + E(t, x)u;

1.5. The sets K0 and U are convex and for each fixed (t, x) ∈ I ×O the function
f 0(t, x, y, u) is convex in (y, u) ∈ K0 × U.
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The proof of existence of optimal delay parameters, initial functions and initial
moment is the essential novelty in this work. Theorems of existence for optimal control
problems involving various functional differential equations with fixed delay , initial
function and moment are given in [1-5].

2. Auxiliary assertions

To each element µ = (t0, τ, σ, x0, φ, ς, u) ∈ Π = [t01, t02] × [τ1, τ2] × [σ1, σ2] × O ×
Φ×∆× Ω we will set in correspondence the functional differential equation

q̇(t) = A(t)h(t0, ς, q̇)(t− σ) + f(t, q(t), h(t0, φ, q)(t− τ), u(t)) (2.1)

with the initial condition
q(t0) = x0, (2.2)

where the operator h(t0, φ, q)(t) is defined by the formula

h(t0, φ, q)(t) =

{
φ(t), t ∈ [τ̂ , t0),

q(t), t ∈ [t0, b].
(2.3)

Definition 2.1. Let µ = (t0, τ, σ, x0, φ, ς, u) ∈ Π. A function q(t) = q(t;µ) ∈
O, t ∈ [r1, r2], where r1 ∈ [t01, t02], r2 ∈ [t11, t12], is called a solution corresponding to
the element µ and defined on [r1, r2], if t0 ∈ [r1, r2], and it satisfies condition (2.2)
and is absolutely continuous on the interval [r1, r2] and satisfies equation (2.1) a.e. on
[r1, r2].

Let Ki ⊂ O, i = 3, 4 be compact sets and K4 contains a certain neighborhood of
the set K3.

Theorem 2.1. Let qi(t) ∈ K3, i = 1, 2, ..., be a solution corresponding to the ele-
ment µi = (t0i, τi, σi, x0i, φi, ςi, ui) ∈ Π, i = 1, 2, ..., respectively,defined on the interval
[t0i, t1i], where t1i ∈ [t11, t12]. Moreover,

lim
i→∞

t0i = t00, lim
i→∞

σi = σ0, lim
i→∞

t1i = t10. (2.4)

Then there exist numbers δ > 0 and M > 0 such that for a sufficiently large i0 the
solution ψi(t) corresponding to the element µi, i ≥ i0, respectively, is defined on the
interval [t00 − δ, t10 + δ] ⊂ I. Moreover,

ψi(t) ∈ K4, | ψ̇i(t) |≤M, t ∈ [t00 − δ, t10 + δ]

and
ψi(t) = qi(t), t ∈ [t0i, t1i] ⊂ [t00 − δ, t10 + δ].

Proof. Let ε > 0 be so small that a closed ε -neighborhood of the set K3 : K3(ε) =
{x ∈ O : ∃x̂ ∈ K3, |x − x̂| ≤ ε} is contained intK4. There exists a compact set
Q ⊂ Rn

x ×Rn
y

K3(ε)× [K0 ∪K3(ε)] ⊂ Q ⊂ K4 × [K0 ∪K4]
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and a continuously differentiable function χ : Rn
x ×Rn

y → [0, 1] such that

χ(x, y) =

{
1, (x, y) ∈ Q,

0, (x, y) /∈ K4 × [K0 ∪K4]
(2.5)

(see [6]). For each i = 1, 2, ... the differential equation

ψ̇(t) = A(t)h(t0i, ςi, ψ̇)(t− σi) + ϕ(t, ψ(t), h(t0i, φi, ψ)(t− τi), ui(t)),

where
ϕ(t, x, y, u) = χ(x, y)f(t, x, y, u),

with the initial condition
ψ(t0i) = x0i,

has the solution ψi(t) defined on the interval I (see proof of Theorem 4.1,[7]). Since

(qi(t), h(t0i, φi, qi)(t− τi)) ∈ K3 × [K0 ∪K3] ⊂ Q, t ∈ [t0i, t1i],

(see (2.3)), therefore

χ(qi(t), h(t0i, φi, qi)(t− τi)) = 1, t ∈ [t0i, t1i],

(see (2.5)),i.e.

ϕ(t, qi(t), h(t0i, φi, qi)(t− τi), ui(t)) = f(t, qi(t), h(t0i, φi, qi)(t− τi), ui(t)),

t ∈ [t0i, t1i].

By the uniqueness
ψi(t) = qi(t), t ∈ [t0i, t1i]. (2.6)

There exists a number M > 0 such that

| ψ̇i(t) |≤M, t ∈ I, i = 1, 2, .... (2.7)

Indeed, first of all we note that

| ϕ(t, ψi(t), h(t0i, φi, ψi)(t− τi), ui(t)) |≤ sup
{
| ϕ(t, x, y, u) |: t ∈ I, x ∈ K4,

y ∈ K4 ∪K0, u ∈ U
}
:= N1, i = 1, 2, ....

It is not difficult to see that for sufficiently large i0 we have[b− t0i
σi

]
=
[b− t00

σ0

]
:= d, i ≥ i0,

where [α] means the integer part of a number α, i.e.

t0i + dσi ≤ b < t0i + (d+ 1)σi.
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If t ∈ [a, t0i + σi) then

| ψ̇i(t) |=| A(t)ςi(t− σi) + ϕ(t, ψi(t), h(t0i, φi, ψi)(t− τi), ui(t)) |

≤∥ A ∥ N2 +N1 :=M1,

where
∥ A ∥= sup

{
| A(t) |: t ∈ I

}
, N2 = sup

{
| ξ |: ξ ∈ K1

}
.

Let t ∈ [t0i + σi, t0i + 2σi) then

| ψ̇i(t) |≤∥ A ∥| ψ̇i(t− σi) | +N1 ≤∥ A ∥M1 +N1 :=M2

Continuing this process we obtain

| ψ̇i(t) |≤∥ A ∥Mj−1 +N1 :=Mj, t ∈ [t0i + (j − 1)σi, t0i + jσi), j = 3, ..., d.

Moreover, if t0i + dσi < b then we have

| ψ̇i(t) |≤Md+1, t ∈ [t0i + dσi, b].

It is clear that for M = max{M1, ...,Md+1} the condition (2.7) is fulfilled.
Further, there exists a number δ0 > 0 such that for an arbitrary i = 1, 2..., [t0i −

δ0, t1i + δ0] ⊂ I and the following conditions hold

|ψi(t0i)− ψi(t)| ≤
∫ t0i

t

[
|A(s)h(t0i, ςi, ψ̇i)(s− σi)|

+|ϕ(s, ψi(s), h(t0i, φi, ψi)(s− τi), ui(s))|ds ≤ ε, t ∈ [t0i − δ0, t0i

]
,

|ψi(t)− ψi(t1i)| ≤
∫ t

t1i

[
|A(s)h(t0i, ξi, ψ̇i)(s− σi)|

+|ϕ(s, ψi(s), h(t0i, φi, ψi)(s− τi), ui(s))|
]
ds ≤ ε, t ∈ [t1i, t1i + δ0].

These inequalities, taking into account ψi(t0i) ∈ K3 and ψi(t1i) ∈ K3, (see (2.6)),
yield

(ψi(t), h(t0i, φi, ψi)(t− τi)) ∈ K3(ε)× [K0 ∪K3(ε)], t ∈ [t0i − δ0, t1i + δ0],

i.e.
χ(ψi(t), h(t0i, φi, ψi)(t− τi)) = 1, t ∈ [t0i − δ0, t1i + δ0], i = 1, 2, ...,

Thus, ψi(t) satisfies equation (2.1) and the conditions ψi(t0i) = x0i, ψi(t) ∈ K4, t ∈
[t0i − δ0, t1i + δ0], i.e. ψi(t) is the solution corresponding to the element µi and defined
on the interval [t0i− δ0, t1i+ δ0] ⊂ I. Let δ ∈ (0, δ0), according to (2.4) for a sufficiently
large i0 we have

[t0i − δ0, t1i + δ0] ⊃ [t00 − δ, t10 + δ] ⊃ [t0i, t1i], i ≥ i0.
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Consequently, ψi(t), i ≥ i0 solutions are defined on the interval [t00−δ, t10+δ] and satisfy
the conditions: ψi(t) ∈ K4, | ψ̇i(t) |≤ M, t ∈ [t00 − δ, t10 + δ];ψi(t) = qi(t), t ∈ [t0i, t1i],
(see (2.6),(2.7)).

Theorem 2.2.([8]). Let p(t, u) ∈ Rm
p be a continuous function on the set I × U

and let the set
P (t) = {p(t, u) : u ∈ U}

be convex and
pi(·) ∈ L1(I), pi(t) ∈ P (t) a.e. on I, i = 1, 2, ....

Moreover,
lim
i→∞

pi(t) = p(t) weakly on I.

Then
p(t) ∈ P (t) a.e. on I

and there exists a measurable function u(t) ∈ U, t ∈ I such that

p(t, u(t)) = p(t) a.e. on I.

3. Proof of Theorem 1.1

Let
wi = (t0i, t1i, τi, σi, x0i, φi, ςi, ui) ∈ W0, i = 1, 2, ...

be a minimizing sequence,i.e.

lim
i→∞

J(wi) = Ĵ = inf
w∈W0

J(w).

Without loss of generality, we assume that

lim
i→∞

t0i = t00, lim
i→∞

t1i = t10, lim
i→∞

τi = τ0, lim
i→∞

σi = σ0, lim
i→∞

x0i = x00.

The set ∆ ⊂ L1([τ̂ , t02]) is weakly compact (see Theorem 2.2), therefore we assume
that

lim
i→∞

ςi(t) = ς0(t), weakly in t ∈ [τ̂ , t02]. (3.1)

Introduce the following notation:

x0i (t) =

∫ t

t0i

[
a0(s)ẋi(s− σi) + f 0(s, xi(s), xi(s− τi), ui(s))

]
ds,

xi(t) = x(t;wi), ρi(t) = (x0i (t), xi(t))
T , t ∈ [t0i, t1i].

Obviously,
ρ̇i(t) = Â(t)ẋi(t− σi) + F (t, xi(t), xi(t− τi), ui(t)), t ∈ [t0i, t1i],

xi(t) = φi(t), t ∈ [τ̂ , t0i), ρi(t0i) = (0, x0i)
T ,

ẋi(t) = ςi(t), t ∈ [τ̂ , t0i),
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where Â(t) = (a0(t) A(t))
T . It is clear that

J(wi) = g0(t0i, t1i, τi, σi, x0i, xi(t1i)) + x0i (t1i).

To each element µ = (t0, τ, σ, x0, φ, ς, u) ∈ Π we will set in correspondence the func-
tional differential equation

ż(t) = Â(t)h(t0, ς, v̇)(t− σ) + F (t, v(t), h(t0, φ, v)(t− τ), u(t)),

with the initial condition
z(t0) = z0 = (0, x0)

T ,

where z(t) = (v0(t), v(t))T ∈ R1+n
z .

It is easy to see that{
ρ̇i(t) = Â(t)h(t0i, ςi, ẋi)(t− σi) + F (t, xi(t), h(t0i, φi, xi)(t− τi), ui(t)), t ∈ [t0i, t1i],

ρi(t0i) = (0, x0i)
T

(see (2.3)). Thus, ρi(t) is the solution corresponding to µi = (t0i, τi, σi, x0i, φi, ςi, ui) ∈ Π
and defined on the interval [t0i, t1i]. Since xi(t) ∈ K2, therefore in a similar way (see
the proof of Theorem 2.1) we prove that | ẋi(t) |≤ N3, t ∈ [t0i, t1i], i = 1, 2, ..., N3 > 0.
Further, there exists a compact H1 ⊂ H = {z = (v0, v)T : v0 ∈ R1

v0 , v ∈ O} ⊂ R1+n
z

such that ρi(t) ∈ H1, t ∈ [t0i, t1i].
Let H2 ⊂ H be a compact set containing a certain neighborhood of the set H1.

By Theorem 2.1 there exists a number δ > 0 such that for a sufficiently large i0 the
solutions zi(t) = z(t;µi), i ≥ i0 are defined on the interval [t00 − δ, t10 + δ] ⊂ I and the
following conditions hold{

zi(t) ∈ H2, | żi(t) |≤M, t ∈ [t00 − δ, t10 + δ],

zi(t) = ρi(t) = (x0i (t), xi(t))
T , t ∈ [t0i, t1i], i ≥ i0.

(3.2)

Thus, there exist numbers N4 > 0 and N5 > 0 such hat{
|F (t, vi(t), h(t0i, φi, vi)(t− σi), ui(t))| ≤ N5,

| h(t0i, ςi, v̇i)(t− ηi) |≤ N4, t ∈ [t00 − δ, t10 + δ], i ≥ i0.
(3.3)

The sequence zi(t) = (v0i (t), vi(t))
T , t ∈ [t00 − δ, t10 + δ], i ≥ i0 is uniformly bounded

and equicontinuous. By the Arzela-Ascoli lemma, from this sequence we can extract a
subsequence, which will again be denoted by zi(t), i ≥ i0, that

lim
i→∞

zi(t) = z0(t) = (v00(t), v0(t))
T uniformly in [t00 − δ, t10 + δ].

Further, from the sequence żi(t), i ≥ i0, we can extract a subsequence, which will again
be denoted by żi(t), i ≥ i0, that

lim
i→∞

żi(t) = γ(t) weakly in [t00 − δ, t10 + δ],
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(see (3.2)). Obviously,

z0(t) = lim
i→∞

zi(t) = lim
i→∞

[zi(t00 − δ) +

∫ t

t00−δ

żi(s)ds]

= z0(t00 − δ) +

∫ t

t00−δ

γ(s)ds.

Thus, ż0(t) = γ(t) i.e.

lim
i→∞

żi(t) = ż0(t) weakly in [t00 − δ, t10 + δ].

Further, we have

zi(t) = z0i +

∫ t

t0i

[
Â(s)h(t0i, ςi, v̇i)(s− σi) + F (s, vi(s), h(t0i, φi, vi)(s− τi), ui(s))

]
ds

= z0i + ϑ1i(t) + ϑ2i + θ1i(t) + θ2i, t ∈ [t00, t10], i ≥ i0,

where

z0i = (0, x0i)
T , ϑ1i(t) =

∫ t

t00

Â(s)h(t0i, ςi, v̇i)(s− σi)ds,

θ1i(t) =

∫ t

t00

F (s, vi(s), h(t0i, φi, vi)(s− τi), ui(s))ds,

ϑ2i =

∫ t00

t0i

Â(s)h(t0i, ςi, v̇i)(s− σi)ds,

θ2i =

∫ t00

t0i

F (s, vi(s), h(t0i, φi, vi)(s− τi), ui(s))ds.

Obviously, ϑ2i → 0 and θ2i → 0 as i→ ∞.
First of all we transform the expression ϑ1i(t) for t ∈ [t00, t10]. For this purpose, we

consider two cases. Let t ∈ [t00, t00 + σ0], we have

ϑ1i(t) = ϑ
(1)
1i (t) + ϑ

(2)
1i (t),

where

ϑ
(1)
1i (t) =

∫ t

t00

Â(s)h(t00, ςi, v̇i)(s− σi)ds, ϑ
(2)
1i (t) =

∫ t

t00

ϑ
(3)
1i (s)ds,

ϑ
(3)
1i (s) = Â(s)

[
h(t0i, ςi, v̇i)(s− σi)− h(t00, ςi, v̇i)(s− σi)

]
.

It is clear that

| ϑ(2)
1i (t) |≤

∫ t10

t00

| ϑ(3)
1i (s) | ds, t ∈ [t00, t10]. (3.4)

Suppose that t0i + σi > t00 for i ≥ i0. According to (2.3)

ϑ
(3)
1i (s) = 0, s ∈ [t00, t

(1)
0i ) ∪ (t

(2)
0i , t1i],
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where

t
(1)
0i = min{t0i + σi, t00 + σi}, t(2)0i = max{t0i + σi, t00 + σi}

Since

lim
i→∞

(t
(2)
0i − t

(1)
0i ) = 0,

therefore,

lim
i→∞

ϑ
(2)
1i (t) = 0, uniformly in t ∈ [t00, t10], (3.5)

(see (3.3)). For ϑ
(1)
1i (t), t ∈ [t00, t00 + σ0] we get

ϑ
(1)
1i (t) =

∫ t−σi

t00−σi

Â(s+ σi)h(t00, ςi, v̇i)(s)ds = ϑ
(4)
1i (t) + ϑ

(5)
1i (t),

where

ϑ
(4)
1i (t) =

∫ t−σ0

t00−σ0

Â(s+ σ0)ςi(s)ds, ϑ
(5)
1i (t) =

∫ t−σ0

t00−σ0

[
Â(s+ σi)− Â(s+ σ0)

]
ςi(s)ds

+

∫ t00−σ0

t00−σi

Â(s+ σi)h(t00, ςi, v̇i)(s)ds+

∫ t−σi

t−σ0

Â(s+ σi)h(t00, ςi, v̇i)(s)ds.

Obviously,

lim
i→∞

ϑ
(5)
1i (t) = 0 uniformly in t ∈ [t00, t00 + σ0]

and

lim
i→∞

ϑ
(1)
1i (t) = lim

i→∞
ϑ
(4)
1i (t) =

∫ t−σ0

t00−σ0

Â(s+ σ0)ς0(s)ds

=

∫ t

t00

Â(s)ς0(s− σ0)ds, t ∈ [t00, t00 + σ0] (3.6)

(see (3.1)).
Let t ∈ [t00 + σ0, t10] then

ϑ
(1)
1i (t) = ϑ

(1)
1i (t00 + σ0) + ϑ

(6)
1i (t),

where

ϑ
(6)
1i (t) =

∫ t

t00+σ0

Â(s)h(t0i, ςi, v̇i)(s− σi)ds.

Further,

ϑ
(6)
1i (t) =

∫ t

t00+σ0

Â(s)h(t00, ςi, v̇i)(s− σi)ds+

∫ t

t00+σ0

ϑ
(3)
1i (s)ds = ϑ

(7)
1i (t) + ϑ

(8)
1i (t).

It is clear that

lim
i→∞

ϑ
(8)
1i (t) = 0 uniformly in t ∈ [t00 + σ0, t10],
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(see (3.5)). For ϑ
(7)
1i (t), t ∈ [t00 + σ0, t10] we have

ϑ
(7)
1i (t) =

∫ t−σi

t00+σ0−σi

Â(s+ σi)h(t00, ςi, v̇i)(s)ds = ϑ
(9)
1i (t) + ϑ

(10)
1i (t),

where

ϑ
(9)
1i (t) =

∫ t−σ0

t00

Â(s+ σ0)v̇i(s)ds, ϑ
(10)
1i (t) =

∫ t00

t00+σ0−σi

Â(s+ σi)h(t00, ςi, v̇i)(s)ds

+

∫ t−σi

t−σ0

Â(s+ σi)h(t00, ςi, v̇i)(s)ds+

∫ t−σ0

t00

[
Â(s+ σi)− Â(s+ σ0)

]
v̇i(s)ds.

Obviously,
lim
i→∞

ϑ
(10)
1i (t) = 0 uniformly in t ∈ [t00 + σ0, t10]

and

lim
i→∞

ϑ
(1)
1i (t) = lim

i→∞
ϑ
(1)
1i (t00 + σ0) + lim

i→∞
ϑ
(6)
1i (t) =

∫ t00+σ0

t00

Â(t)ς0(t− σ0)dt

+ lim
i→∞

ϑ
(9)
1i (t) =

∫ t00+σ0

t00

Â(t)ς0(t− σ0)dt+

∫ t−σ0

t00

Â(s+ σ0)v̇0(s)ds

=

∫ t00+σ0

t00

Â(t)ς0(t− σ0)dt+

∫ t

t00+σ0

Â(s)v̇0(s− σ0)ds. (3.7)

Now we transform the expression θ1i(t) for t ∈ [t00, t10]. We consider two cases again .
Let t ∈ [t00, t00 + τ0], we have

θ1i(t) = θ
(1)
1i (t) + θ

(2)
1i (t),

θ
(1)
1i (t) =

∫ t

t00

F (s, vi(s), h(t00, φi, vi)(s− τi), ui(s))ds, θ
(2)
1i (t) =

∫ t

t00

θ
(3)
1i (s)ds,

θ
(3)
1i (s) = F (s, vi(s), h(t0i, φi, vi)(s− τi), ui(s))− F (s, vi(s), h(t00, φi, vi)(s− τi), ui(s)).

It is clear that

| θ(2)1i (t) |≤
∫ t10

t00

| θ(3)1i (s) | ds, t ∈ [t00, t10]. (3.8)

Suppose that t0i + τi > t00 for i ≥ i0. According to (2.3)

θ
(3)
1i (s) = 0, s ∈ [t00, t

(3)
0i ) ∪ (t

(4)
0i , t1i],

where
t
(3)
1i = min{t0i + τi, t00 + τi}, t(4)1i = max{t0i + τi, t00 + τi}.

Since
lim
i→∞

(t
(4)
0i − t

(3)
0i ) = 0
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therefore,
lim
i→∞

θ
(2)
1i (t) = 0 uniformly in t ∈ [t00, t10], (3.9)

(see (3.3)). For θ
(1)
1i (t), t ∈ [t00, t00 + τ0], we have

θ
(1)
1i (t) =

∫ t−τi

t00−τi

F (s+ τi, vi(s+ τi), h(t00, φi, vi)(s), ui(s+ τi))ds

= θ
(4)
1i (t) + θ

(5)
1i (t), i ≥ i0,

where

θ
(4)
1i (t) =

∫ t−τ0

t00−τ0

F (s+ τ0, v0(s+ τ0), φi(s), ui(s+ τi))ds,

θ
(5)
1i (t) =

∫ t−τi

t00−τi

F (s+ τi, vi(s+ τi), h(t00, φi, vi)(s), ui(s+ τi))ds

−
∫ t−τ0

t00−τ0

F (s+ τ0, v0(s+ τ0), φi(s), ui(s+ τi))ds.

For t ∈ [t00, t00 + τ0] we obtain

θ
(5)
1i (t) =

∫ t00−τ0

t00−τi

F (s+ τi, vi(s+ τi), h(t00, φi, vi)(s), ui(s+ τi))ds

+

∫ t−τ0

t00−τ0

[F (s+ τi, vi(s+ τi), φi(s), ui(s+ τi))−F (s+ τ0, v0(s+ τ0), φi(s), ui(s+ τi))]ds

+

∫ t−τi

t−τ0

F (s+ τi, vi(s+ τi), h(t00, φi, vi)(s), ui(s+ τi))ds.

Suppose that | τi − τ0 |≤ δ as i ≥ i0. According to condition (3.3) and

lim
i→∞

F (s+ τi, vi(s+ τi), y, u) = F (s+ τ0, v0(s+ τ0), y, u)

uniformly in (s, y, u) ∈ [t00 − τ0, t00]×K0 × U, we have

lim
i→∞

θ
(5)
1i (t) = 0 uniformly in t ∈ [t00, t00 + τ0].

From the sequence Fi(s) = F (s+τ0, v0(s+τ0), φi(s), ui(s+τi)), i ≥ i0, t ∈ [t00−τ0, t00],
we extract a subsequence, which will again be denoted by Fi(s), i ≥ i0, such that

lim
i→∞

Fi(s) = F0(s) weakly in the space L1([t00 − τ0, t00]),

(see (3.3)). It is not difficult to see that

Fi(s) ∈ P (s+ τ0, v0(s+ τ0)), s ∈ [t00 − τ0, t00].

By Theorem 2.2

F0(s) ∈ P (s+ τ0, v0(s+ τ0)) a.e.s ∈ [t00 − τ0, t00]
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and on the interval [t00− τ0, t00] there exist measurable functions φ01(s) ∈ K0, u01(s) ∈
U such that

F0(s) = F (s+ τ0, v0(s+ τ0), φ01(s), u01(s)) a.e.s ∈ [t00 − τ0, t00].

Thus ,

lim
i→∞

θ
(1)
1i (t) = lim

i→∞
θ
(4)
1i (t) =

∫ t−τ0

t00−τ0

F0(s)ds

=

∫ t−τ0

t00−τ0

F (s+ τ0, v0(s+ τ0), φ01(s), u01(s))ds

=

∫ t

t00

F (s, v0(s), φ01(s− τ0), u01(s− τ0))ds, t ∈ [t00, t00 + τ0]. (3.10)

Let t ∈ [t00 + τ0, t10] then

θ
(1)
1i (t) = θ

(1)
1i (t00 + τ0) + θ

(6)
1i (t), t ∈ [t00 + τ0, t10],

where

θ
(6)
1i (t) =

∫ t

t00+τ0

F (s, vi(s), h(t0i, φi, vi)(s− τi), ui(s))ds.

Further,
θ
(6)
1i (t) = θ

(7)
1i (t) + θ

(8)
1i (t),

θ
(7)
1i (t) =

∫ t

t00+τ0

F (s, vi(s), h(t00, φi, vi))(s− τi), ui(s))ds, θ
(8)
1i (t) =

∫ t

t00+τ0

θ
(3)
1i (s)ds.

It is clear that
lim
i→∞

θ
(8)
1i (t) = 0 uniformly in t ∈ [t00 + τ0, t10],

(see (3.8),(3.9)). For the expression θ
(7)
1i (t), t ∈ [t00 + τ0, t10] we have

θ
(7)
1i (t) =

∫ t−τi

t00+τ0−τi

F (s+ τi, vi(s+ τi), h(t00, φi, vi)(s), ui(s+ τi))ds

= θ
(9)
1i (t) + θ

(10)
1i (t), i ≥ i0,

where

θ
(9)
1i (t) =

∫ t−τ0

t00

F (s+ τ0, v0(s+ τ0), v0(s), ui(s+ τi))ds,

θ
(10)
1i (t) =

∫ t−τi

t00+τ0−τi

F (s+ τi, vi(s+ τi), h(t00, φi, vi)(s), ui(s+ τi))ds

−
∫ t−τ0

t00

F (s+ τ0, v0(s+ τ0), v0(s), ui(s+ τi))ds.

Clearly, for t ∈ [t00 + τ0, t10] we get

θ
(10)
1i (t) =

∫ t00

t00+τ0−τi

F (s+ τi, vi(s+ τi), h(t00, φi, vi)(s), ui(s+ τi))ds
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+

∫ t−τ0

t00

[F (s+ τi, vi(s+ τi), vi(s), ui(s+ τi))− F (s+ τ0, v0(s+ τ0), v0(s), ui(s+ τi))]ds

+

∫ t−τi

t−τ0

F (s+ τi, vi(s+ τi), h(t00, φi, vi)(s), ui(s+ τi))ds.

According to condition (3.3) and

lim
i→∞

F (s+ τi, vi(s+ τi), vi(s), u) = F (s+ τ0, v0(s+ τ0), v0(s), u)

uniformly in (s, u) ∈ [t00, t10 − τ0]× U, we obtain

θ
(10)
1i (t) = 0 uniformly in t ∈ [t00 + τ0, t10].

From the sequence Fi(s) = F (s+ τ0, v0(s+τ0), v0(s), ui(s+ τi)), i ≥ i0, t ∈ [t00, t10−τ0],
we extract a subsequence, which will again be denoted by Fi(s), i ≥ i0, such that

lim
i→∞

Fi(s) = F0(s) weakly in the space L1([t00, t10 − τ0]).

It is not difficult to see that

Fi(s) ∈ P1(s+ τ0, v0(s+ τ0), v0(s)), s ∈ [t00, t10 − τ0].

By Theorem 2.2

F0(s) ∈ P1(s+ τ0, v0(s+ τ0), v0(s)), a.e.s ∈ [t00, t10 − τ0]

and on the interval [t00, t10 − τ0] there exists a measurable function u02(s) ∈ U such
that

F0(s) = F (s+ τ0, v0(s+ τ0), v0(s), u02(s)) a.e.s ∈ [t00, t10 − τ0].

Thus,

lim
i→∞

θ
(1)
1i (t) = lim

i→∞
θ
(1)
1i (t00+τ0)+ lim

i→∞
θ
(9)
1i (t) =

∫ t00+τ0

t00

F (s, v0(s), φ01(s−τ0), u01(s−τ0))ds

+

∫ t−τ0

t00

F0(s)ds =

∫ t00+τ0

t00

F (s, v0(s), φ01(s− τ0), u01(s− τ0))ds

+

∫ t−τ0

t00

F (s+τ0, v0(s+τ0), v0(s), u02(s))ds =

∫ t00+τ0

t00

F (s, v0(s), φ01(s−τ0), u01(s−τ0))ds

+

∫ t

t00+τ0

F (s, v0(s), v0(s− τ0), u02(s− τ0))ds, t ∈ [t00 + τ0, t10], (3.11)

(see (3.10)).
Introduce the following notation

φ0(s) =

{
φ̂, s ∈ [τ̂ , t00 − τ0) ∪ (t00, t02],

φ01(s), s ∈ [t00 − τ0, t00],
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u0(s) =


û, s ∈ [a, t00) ∪ (t10, b],

u01(s− τ0), s ∈ [t00, t00 + τ0],

u02(s− τ0), s ∈ (t00 + τ0, t10],

where φ̂ ∈ K0 and û ∈ U are fixed points;

x0(t) =

{
φ0(t), t ∈ [τ̂ , t00),

v0(t), t ∈ [t00, t10];

ẋ0(t) = ς0(t), t ∈ [τ̂ , t00),

(see Remark 1.1),
x00(t) = v0(t), t ∈ [t00, t10].

Clearly, w0 = (t00, t10, τ0, σ0, x00, φ0, ς0, u0) ∈ W. Taking into account (3.6),(3.7),(3.10)
and (3.11) we obtain

x00(t) =

∫ t

t00

[
a0(s)ẋ0(s− σ0) + f 0(s, x0(s), x0(s− τ0), u0(s))

]
ds, t ∈ [t00, t10],

x0(t) = x00 +

∫ t

t00

[
A(s)ẋ0(s− σ0) + f(s, x0(s), x0(s− τ0), u0(s))

]
ds, t ∈ [t00, t10].

It is not difficult to see that

lim
i→∞

(x0i (t1i), xi(t1i))
T = lim

i→∞
ρi(t1i) = lim

i→∞
zi(t1i))

= lim
i→∞

[zi(t1i)− zi(t10)] + lim
i→∞

[zi(t10)− z0(t10)] + z0(t10) = z0(t10)

= (v0(t10), v0(t10))
T = (x00(t10), x0(t10))

T ∈ H,

(see (3.2)). Consequently,

0 = lim
i→∞

g(t0i, t1i, τi, σi, x0i, xi(t1i)) = g(t00, t10, τ0, σ0, x00, x0(t10)),

i.e. the element w0 is admissible and x0(t) = x(t;w0), t ∈ [τ̂ , t10].
Further, we have

Ĵ = lim
i→∞

[g0(t0i, t1i, τi, σi, x0i, xi(t1i)) + x0i (t1i)] = g(t00, t10, τ0, σ0, x00, x0(t10))

+x00(t10) = J(w0).

Thus, w0 is an optimal element.

4. Proof of Theorem 1.2

First of all we note that the sets ∆ ⊂ L1([τ̂ , t02]) and Ω ⊂ L1(I) are weakly compacts
(see Theorem 2.2). Let

wi = (t0i, t1i, τi, σi, x0i, φi, ςi, ui) ∈ W0, i = 1, 2, ...
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be a minimizing sequence,i.e.

lim
i→∞

J(wi) = Ĵ = inf
w∈W0

J(w).

Without loss of generality, we assume that

lim
i→∞

t0i = t00, lim
i→∞

t1i = t10, lim
i→∞

τi = τ0, lim
i→∞

σi = σ0, lim
i→∞

x0i = x00,
limi→∞ φi(t) = φ0(t),weakly on [τ̂ , t02],

limi→∞ ςi(t) = ς0(t),weakly on [τ̂ , t02],

limi→∞ ui(t) = u0(t) weakly on I.

(4.1)

(see (3.1)).
To each element µ = (t0, τ, σ, x0, φ, ς, u) ∈ Π we will set in correspondence the

functional differential equation

ζ̇(t) = A(t)h(t0, ς, ζ̇)(t− σ) + C(t, ζ(t))h(t0, φ, ζ)(t− τ) +D(t, ζ(t))u(t)

with the initial condition
ζ(t0) = x0

It is easy to see that for xi(t) = x(t;wi) we have
ẋi(t) = A(t)h(t0, ς, ẋi)(t− σi) + C(t, xi(t))h(t0i, φi, xi)(t− τi)+

D(t, xi(t))ui(t), t ∈ [t0i, t1i],

xi(t0i) = x0i.

Thus, xi(t) ∈ K2 is the solution corresponding to µi = (t0i, τi, σi, x0i, φi, ςi, ui) and
defined on the interval [t0i, t1i]. Let K̂2 ⊂ O be a compact set containing a certain
neighborhood of the set K2. By Theorem 2.1 there exists a number δ > 0 such that
for a sufficiently large i0 the solutions ζi(t) = ζ(t;µi), i ≥ i0 are defined on the interval
[t00 − δ, t10 + δ] ⊂ I and

ζi(t) ∈ K̂2, t ∈ [t00 − δ, t10 + δ], ζi(t) = xi(t), t ∈ [t0i, t1i], i ≥ i0.

After this (see the proof of Theorem 1.1) we prove in the standard way that

lim
i→∞

ζi(t) = ζ0(t) uniformly in t ∈ [t00 − δ, t10 + δ],

and
lim
i→∞

ζ̇i(t) = ζ̇0(t) weakly on t ∈ [t00 − δ, t10 + δ],

where ζ0(t) is the solution corresponding to the element µ0 = (t00, τ0, σ0,
x00, φ0, ς0, u0), defined on the interval [t00 − δ, t10 + δ] and satisfying the condition
ζ0(t00) = x00. Moreover,

lim
i→∞

xi(t1i) = lim
i→∞

ζi(t1i) = lim
i→∞

[ζi(t1i)− ζi(t10)]



On the Existence of an Optimal Element in ... 65

+ lim
i→∞

[ζi(t10)− ζ0(t10)] + ζ0(t10) = ζ0(t10),

Hence,

0 = lim
i→∞

g(t0i, t1i, τi, σi, x0i, xi(t1i)) = g(t00, t10, τ0, σ0, x00, ζ0(t10)).

Introduce the following notation

x0(t) =

{
φ0(t), t ∈ [τ̂ , t00),

ζ0(t), t ∈ [t00, t10]
(4.2)

ẋ0(t) = ς0(t), t ∈ [τ̂ , t00), (4.3)

(see Remark 1.1).
Clearly the function x0(t) is the solution corresponding to the element w0 =

(t00, t10, τ0, σ0, x00, φ0, ς0, u0) ∈ W and satisfying the condition

g(t00, t10, τ0, σ0, x00, x0(t10)) = 0,

i.e. w0 ∈ W0.
Now we prove optimality of the element w0. We have,

lim
i→∞

g0(t0i, t1i, τi, σi, x0i, xi(t1i)) = g0(t00, t10, τ0, σ0, x00, x0(t10)),∫ t1i

t0i

a0(t)ẋi(t− σi)dt =

∫ t1i

t0i

a0(t)h(t1i, ξi, ζ̇i)(t− σi)dt,∫ t1i

t0i

f 0(t, xi(t), xi(t− τi), ui(t))dt =

∫ t1i

t0i

f 0(t, ζi(t), h(t0i, φi, ζi)(t− τi), ui(t))dt.

In a similar way (see proof of Theorem 1.1) it can be proved that∫ t1i

t0i

a0(t)h(t1i, ςi, ζ̇i)(t− ηi)dt = ϱ1i + ϱ2i + ϱ3i

∫ t1i

t0i

f 0(t, ζi(t), h(t0i, φi, ζi)(t− τi), ui(t))dt = γ1i + γ2i + γ3i,

where

ϱ1i =

∫ t00

t00−σ0

a0(t+ σ0)ξi(t)dt, ϱ2i =

∫ t10−σ0

t00

a0(t+ σ0)v̇i(t)dt

γ1i =

∫ t00

t00−τ0

f 0(t+ τ0, ζ0(t+ τ0), φi(t), ui(t+ τi))dt,

γ2i =

∫ t10−τ0

t00

f 0(t+ τ0, ζ0(t+ τ0), ζ0(t), ui(t+ τi))dt

and
lim
i→∞

ϱ3i = 0, lim
i→∞

γ3i = 0.
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The functionals∫ t00

t00−τ0

f 0(t+ τ0, ζ0(t+ τ0), φ(t), u(t))dt, (φ, u) ∈ ∆× Ω

and ∫ t10−τ0

t00

f 0(t+ τ0, ζ0(t+ τ0), ζ0(t), u(t))dt, u ∈ Ω

are lower semicontinuous (see [3]).
It is not difficult to see that, if

lim
i→∞

ui(t) = u0(t) weakly on I

then
lim
i→∞

ui(t+ τi) = u0(t+ τ0) weakly on [t00 − τ0, t10 − τ0],

(see (4.1)). Using the latter and above given relations, we get

Ĵ = lim
i→∞

J(wi) = lim
i→∞

[g0(t0i, t1i, τi, σi, x0i, xi(t1i)) + ϱ1i + ϱ2i + ϱ3i

+γ1i + γ2i + γ3i] = g0(t00, t10, τ0, σ0, x00, x0(t10)) + lim
i→∞

[ϱ1i + ϱ2i]

+ lim
i→∞

[γ1i + γ2i] ≥ g0(t00, t10, τ0, σ0, x00, x0(t10)) +

∫ t00

t00−σ0

a0(t+ σ0)ζ0(t)dt

+

∫ t10−σ0

t00

a0(t+ σ0)ζ̇0(t)dt+

∫ t00

t00−τ0

f 0(t+ τ0, ζ0(t+ τ0), φ0(t), u0(t+ τ0))dt

+

∫ t10−τ0

t00

f 0(t+ τ0, ζ0(t+ τ0), ζ0(t), u0(t+ τ0))dt = g0(t00, t10, τ0, σ0, x00, x0(t10))

+

∫ t10

t00

[
a0(t)ẋ0(t− σ0) + f 0(t, x0(t), x0(t− τ0), u0(t))

]
dt = J(w0),

(see (4.2),(4.3)). Here, by definition of Ĵ , the inequality is impossible. The optimality
of the element w0 has been proved.
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