
Reports of Enlarged Sessions of the
Seminar of I. Vekua Institute
of Applied Mathematics
Volume 36, 2022

CONSISTENT ESTIMATOR OF PARAMETER IN THE HILBERT SPACE OF
MEASURES

Zurab Zerakidze Omar Purtukhia

Abstract. Statistical structures in the Hilbert space of measures are considered and necessary
and sufficient conditions for the existence of consistent estimators of the parameters are given.

Keywords and phrases: Consistent estimators, orthogonal statistical structure, weakly sep-
arable statistical structure, strongly separable statistical structure.

AMS subject classification (2010): 62H05, 62H12.

1 Introduction. Let (E, S) be a measurable space with a given family of proba-
bility measures {µi, i ∈ I}. We recall some definitions from [3]-[5].

Definition 1.1. An object {E, S, µi, i ∈ I} called a statistical structure.

Definition 1.2. A statistical structure {E, S, µi, i ∈ I} is called orthogonal (singular)
if a family of probability measures {µi, i ∈ I} consists of pairwise singular measures (i.e.
µi ⊥ µj, ∀i 6= j).

Definition 1.3. A statistical structure {E, S, µi, i ∈ I} is called weakly separable if there

exists a family of S-measurable sets {Xi, i ∈ I} such that µi(Xj) =

{
1, if i = j;

0, if i 6= j.

Definition 1.4. A statistical structure {E, S, µi, i ∈ I} is called strongly separable if
there exists a disjoint family of S-measurable sets {Xi, i ∈ I} such that ∪i∈IXi = E and
µi(Xi) = 1, ∀i ∈ I.

Let I be the set of parameters and let B(I) be a σ-algebra of subsets of I which
contains all finite subsets of I.

Definition 1.5. We will say that the statistical structure {E, S, µi, i ∈ I} admits a
consistent estimator of parameter i ∈ I if there exists at least one measurable mapping
δ : (E, S) −→ (I, B(I)), such that µi({x : δ(x) = i}) = 1, ∀ i ∈ I.
Remark 1.1. Strong separability implies weak separability, and weak separability implies
orthogonality, but not vice versa.

Remark 1.2. If the statistical structure {E, S, µi, i ∈ I} admits a consistent estimator
of parameter then this statistical structure is strongly separable, but not vice versa.

2 The consistent estimators of statistical structures

Theorem 1. (see [6]) Let {E, S, µi, i ∈ N} (N = {1, 2, ...}) be an orthogonal statistical
structure, then this statistical structure is strongly separable.
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Theorem 2. Let {E, S, µi, i ∈ N} (N = {1, 2, ...}) be an orthogonal statistical structure,
then this statistical structure admits a consistent estimator of parameter.

Proof. Due to the singularity of statistical structure {E, S, µi, i ∈ N} (N = {1, 2, ...})
there exists the family of S-measurable sets {Xik} such that for any i 6= k : µi(Xik) = 0
and µi(E \ Xik) = 0. Therefore, if we consider the sets Xi = ∪k 6=i(E \ Xik), we get
µi(Xi) = 0. Hence, µi(E \Xi) = 1.

On the other hand, for k 6= i we have µk(E \ Xi) = 0. It means that the statistical
structure {E, S, µi, i ∈ N} is weakly separable. Therefore, there exists the family of

S-measurable sets {Xi, i ∈ N} such that µi(Xj) =

{
1, if i = j;

0, if i 6= j
(i, j ∈ N).

Consider now the sets X i = Xi \ (Xi ∩ (∪k 6=iXk)), i ∈ N. It is obvious that these
sets are S-measurable disjoint sets and µi(Xi) = 1, i ∈ N. Let us define the mapping
δ : (E, S) −→ (I, B(I)) in the following way: δ(X i) = i, i ∈ N.

Then we have {x : δ(x) = i} = X i and µi(X i) = µi({x : δ(x) = i}) = 1, ∀i ∈ N.
Hence, δ is a consistent estimator of the parameter i ∈ N.

3 The consistent estimators of statistical structures in the Hilbert space
of measures. Let {µi, i ∈ I} be a family of probability measures on the space (E, S).
For each i ∈ I we denote by µi the completion of the measure µi, and by dom(µi) we
denote the σ-algebra of all µi-measurable subsets of E. Let S1 = ∩i∈Idom(µi).

Definition 3.1. A statistical structure {E, S1, µi, i ∈ I} is called strongly separable if
there exists a family of S1-measurable sets {Zi, i ∈ I} such that the relations are fulfilled:
1) µi(Zi) = 1, ∀i ∈ I; 2) Zi1 ∩ Zi2 = ∅, ∀i1 6= i2, i1, i2 ∈ I; 3) ∪i∈IZi = E.

Definition 3.2. We will say that the orthogonal statistical structure {E, S1, µi, i ∈ I}
admits a consistent estimator of the parameter i ∈ I if there exists at least one measurable
mapping δ : (E, S1) −→ (I, B(I)), such that

µi({x : δ(x) = i}) = 1, ∀ i ∈ I.

Theorem 3. Let MH = ⊕i∈IH2(µi) be a Hilbert space of measures, let E be a complete
metric space, whose topological weights are not measurable in a wider sense. In order for
the Borel orthogonal statistical structure {E, S1, µi, i ∈ I} to admit a consistent estimator
of the parameter i ∈ I in the theory of (ZFC) & (MA) it is necessary and sufficient that
the correspondence f ←→ ψf defined by the equality∫

E

f(x)µi(dx) = (ψf , µi) = lf , ∀µi ∈MH

was one-to-one (here f ∈ F (MH)).

Proof. Sufficiency. Since for each f ∈ F (MH) and µi ∈MH the integral
∫
E

f(x)µi(dx) is

defined, then there exists a countable subset If in I for which
∫
E

f(x)µi(dx) = 0, if i /∈
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If ;
∑
i∈If

∫
E

|f(x)|2µi(dx) < ∞ and for any countable subset Ĩ ⊂ I and for the measure

ν(C) =
∑
i∈Ĩ

∫
C

gi(x)µi(dx) we conclude that
∫

E
f(x)µi(dx) = (ψf , µi), ∀µi ∈ MH , is

one-to-one. Therefore, the statistical structure {E, S1, µi, i ∈ I} is weakly separable.
Consequently, There is a family of S1-measurable sets Xi, i ∈ I, for which the following

condition is satisfied: µi1(Xi2) =

{
1, if i1 = i2;

0, if i1 6= i2.

Further, we represent {µi, i ∈ I}, as an inductive sequence {µi < ω1}, where ω1

denotes the first ordinal number of the power of the set I.

We define ω1 sequence Zh of parts of the space E such that the following relations
hold: 1) Zi is a Borel subset of E, ∀i < ω1; 2) Zi ⊂ Xi, ∀i < ω1; 3) Zi ∩ Zi′ = ∅ for all
i < ω1, i

′
< ω1, i 6= i

′
; 4) µi(Zi) = 1, ∀i < ω1.

Suppose that Zi0 = Xi0 . Suppose further that the partial sequence {Zi′}i′<i is already
defined for i < ω1. It is clear that µi(∪i′<iZi′ ) = 0. Thus there exists a Borel subset Yi of
the space E such that the following relations are valid: ∪i′<iZi′ ⊂ Yi and µi(Yi) = 0.

Assuming that Zi = Xi \ Yi, we construct the ω1 sequence {Zi}i<ω1 of disjunctive
measurable subsets of the space E. Therefore µi(Zi) = 1 for all i < ω1 and the statistical
structure {E, S1, µi, i ∈ I}, cardI = c, is strongly separable because there exists a family
of elements of the σ-algebra S1 = ∩i∈Idom(µi) such that: 1) µi(Zi) = 1, ∀i ∈ I; 2)
Zi ∩ Zi′ = ∅ for all different i and i

′
from I; 3) ∪i∈IZi = E.

For x ∈ E, we put δ(x) = i, where i is the unique hypothesis from the set I for which
x ∈ Zi. The existence of such a unique hypothesis from I can be proved using conditions
2), 3).

Now let Y ∈ B(I). Then {x : δ(x) ∈ Y } = ∪i∈YZi. We must show that {x : δ(x) ∈
Y } ∈ dom(µi) for each i ∈ I.

If i0 ∈ Y, then {x : δ(x) ∈ Y } = ∪i∈YZi = Zi0 ∪ (∪i∈Y \{i0}Zi).

On the one hand, from the validity of condition 1), 2), 3) it follows that Zi0 ∈ S1 =
∩i∈Idom(µi) ⊆ dom(µi0).

On the other hand, the validity of the condition ∪i∈Y \{i0}Zi ⊆ (E \ Zh0) implies that
µi0(∪i∈Y \{i0}Zi) = 0.

The last equality yields that ∪i∈Y \{i0}Zi ∈ dom(µi0).

Since dom(µi0) is a σ-algebra, we deduce that {x : δ(x) ∈ Y } = Zi0 ∪ (∪i∈Y \{i0}Zi) ∈
dom(µi0).

If h0 /∈ Y, then {x : δ(x) ∈ Y } = ∪i∈YZi ⊆ (E \ Zi0) and we conclude that µi0{x :
δ(x) ∈ Y } = 0. The last relation implies that {x : δ(x) ∈ Y } ∈ dom(µi0).

Thus we have shown the validity of the relation {x : δ(x) ∈ Y } ∈ dom(µi0) for an
arbitrary i0 ∈ I. Hence, {x : δ(x) ∈ Y } ∈ ∩h∈Hdom(µh) = S1.

We have shown that the map δ : (E, S1) −→ (I, B(I)) is a measurable map. Since B(I)
contains all singletons of I we ascertain that µi({x : δ(x) = i}) = µi(Zi) = 1, ∀i ∈ I.

Necessity. The existence of a consistent estimator of the parameter δ : (E, S1) −→
(I, B(I)) implies that µi({x : δ(x) = i}) = 1, ∀ i ∈ I. Setting Xi = {x : δ(x) = i} for
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i ∈ I we get: 1) µi(Xi) = 1, ∀i ∈ I; 2) Xi1 ∩Xi2 = ∅ for all different parameters i1 and i2
from I; 3) ∪i∈IXi = {x : δ(x) ∈ I} = E.

Therefore the statistical structure {E, S1, µi, i ∈ I} is strongly separable, hence, there

exist S1-measurable sets Xi (i ∈ I), such that µi(Xi′ ) =

{
1, if i = i

′
;

0, if i 6= i
′
.

Next, we associate the measure µi with the function IXi
(x) ∈ F (MH), the mea-

sure µi1 – with the function fi1(x) = f1(x)IXi1
(x) ∈ F (MH) and the measure ν(C) =∑

i∈I1⊂I

∫
C

gi(x)µi(dx) ∈MH – with the function f(x) =
∑
i∈I1

gi(x)IXi
(x) ∈ F (MH). Then for

the measure ν1(C) =
∑

i∈I2⊂I

∫
C

g1
i (x)µi(dx) ∈MH we have

∫
E

f(x)ν1(dx) = (ν, ν1).

The above correspondence connects some function f ∈ F (MH) in correspondence with
each linear continious functional lf . If we identify functions in F (MH) that coincide with
respect to measures {µi, i ∈ I}, then the correspondence will be bijective.
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