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ONE EXAMPLE OF m - DEPENDENT VECTOR’S SEQUENCE

Zurab Kvatadze Beqnu Parjiani Tsiala Kvatadze

Abstract. By means of the functions defined on the interval [0, 1] a regular finite Markov chain
is constructed. On the square [0,1[x[0,1[ a sequence {T},},>1 of conditionally m-dependent
vectors controlled by this chain is considered. The limiting distribution of the sequence of sums
Sy = ﬁ ST — ETy], n=1,2,... is determined.
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1 Introduction. Let us consider a stationary in the narrow sense two-component
sequence

{6, Yitiz1 (1)

defined on a probabilistic space (2, F, P), where & : Q2 — Z, and Y; : Q — RF.
Definition. The sequence {Y;};>1 from (1) is called as conditionally m-dependent se-
quence, ([1]) if the vectors Y1,Ya, ..., Y, on a fixed trajectory &1, = (&1,&, .., &) for any
natural number n become independent when the difference of their indices exceeds m.
Moreover, the distribution of Y; depends only on &; .I.e. for any natural numbers 7, [, n,
J15 9250, (2<1<n. i<n;1<j <jo<..<yj <n) the following equalities are
valid:

Py, v, ¥l = Pviie, * Pryle, * % Py g, i ik — il >m.

Py, = Pve, I<n<p<..<ju<n, i=1n

If {&}i>1 is a Markov chain with discrete time, then the sequence {Y;};>1 is a condi-
tionally m-dependent sequence with a control Markov chain ([1]).
when m=0, a conditionally m dependent sequence represents a conditionally independent
sequence (see [2]).

Suppose {&;}i>1 for each function ¥ : = — R! for which F¥ (&) < oo , when n — oo
with probability 1, there is a convergence of

L3 w(E) — B )
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2 Central limit theorem. Let’s introduce the values:

(&) = E(Y;E)), p=Eu&) = EY,
R(&;, &) = E{[Y; — (&)Y — ()] 1w}, 1<jl<n
Rél) = ER(fl, §1+l), Ré_l) = ER(§1+1,51)7 [=0,...m
Ro= 3 By =R+ [Rg + ()], (3)
l=—m =1

Let’s consider the expansion S,, = \/iﬁ > i1 [Yj — p] = Sp, + S,

S, = % Z[Y —u(E)] Swy = % ;[u@ 4

Theorem 1. (see [1]) When {Y;}i>1 is a conditionally m dependent sequence from (1)
satisfies a condition (2) and sp(R,,) < oo, then:

w w
a) PSn1|€1n- ¢Rm a.e. b) Psnl B ®Rm’

¢) If Ps,, > Q, then  Ps, % ®p, %Q.

Suppose {;}i>1 is a stationary, homogeneous, finite, ergodic Markov chain with a
single ergodic class (possibly in cyclic subclasses). Suppose there is a set of states
{b1,b2,...,b.}, a transition matrix is P = ||P.gllap=17 The vector of limiting station-
ary distribution is m = (7, mo, ..., 7).

A fundamental matrix is Z = I + (372, (P? —II)). = | zaplla 17 , Where

H T— | eeeereccssccanans - ||7Ta/6||a7ﬂ:17?; Waﬁ = 7-(-67 a?ﬁ = ’r'

Let’s introduce the designations:

:u(a> - E(YI|§1 = ba) = (Ml(a)huﬂ(a)v ""Mk(a))’ a=1,T.

r

i ||i,j:ﬂ’ buiy = Z (ﬂ-oczﬂéﬁ + TpZpa — TaTp — ﬂ-a(saﬁ)ﬂi(a)ﬂj(ﬁ)’ ,,j=1k.
a,B=1

T,

u:|

F=llpgly —q p my=mlb)i=1k j=1Tr
g=1Lr

When k& = 1 and the chain is a regular image of 7}, is determined in [4]. In [3] the
representation of T}, as a matrix is obtained, when k£ > 1 and the chain is ergodic with
one ergodicity class that would contain cyclic subclasses

T, = FlgyZ + (Mg Z)" — Ty, 1T — Ty, | FT. (4)
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Using this fact, the result obtained for a regular chain [1] would be generalized to a
single ergodic class for an ergodic chain.

Theorem 2. When by the conditions of Theorem 1 {&;}i>1 is a homogeneous stationary
ergodic chain with one class of ergodicity and above stated characteristics, then with the
points a) and b) of the Theorem, the following is valid:

O)Ps,, — ®p,, d)Ps, — g, 41,
Example. On the interval [0, 1] let’s consider the sequence of functions {7, (w)},>1

To(w)=0-1 +1-1

n—1 i— 1 n—1 9; i
(wey? 2GR, 2o well, (%72, 2

{&.}n>1, & = Tn + Tny1 is Markov’s finite, stationary chain. The set of states is
{0,1,2}. The initial and limiting distribution vector is 7 = (1/4, 1/2, 1/4). P and Z are
the probability transition matrix and the fundamental matrix

12 1/2 0 32 0 —1/2
P=| 14 12 14, z=( 0 1 0
0 1/2 1,2 ~1/2 0 32

Let’s define the following {X,}n>1, {Ya}n>1 and {Z,},>1 sequences on the square
[0, 1[x[0, 1[:

Xu(wi,ws) = {(a, ), @, B € 1,277, if | U30 i 521 o 30 Tt 2 Al
w? G U] 1 [30'n 1 + 30n— 1 2m+17 30n 1 + 30— 1 27n+1[

a—1 a
[3077. 1 + 30n—1.3m+1> 30n 1 + 30— 13m+1[

w1 €
Valwrson) = {0 B), 0, € T3, if | 1 € Ui - F
wy € U [30n T + 30n—1.3m+1> 30n 1 + 30n—1 3m+1[

30mt a—1
wl G U 1[30n 1 + 30n 1 5m+17 30n 1 + 30n—1 5m+1[
3071 ﬁ .
2 6 U [30n 1 + 30n— 1 5m+17 30n 1 + 30n—1 5m+1[

Zn(wr,we) = A{(c, ), o, € 1,5mFL if |

Each of them is a sequence of uniformly distributed vectors
P{Xn — (a{7/3} — 1/22(m+1), Zf (Oé, ﬂ) c A’ P{Yn — (Oé, ﬂ)} — 1/32(m+1), (a’ 6) c B7

P{Z, = (a,3)} = 1/5*™D if (a,p) € C

where

A={(,f)1<a,8<2"} B={(, /)1 <, < 3™}, C ={(a, B)|1 <o, f < 5™
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Sequence {1}, }n>1, Tn = Xnl(g,=0)+Ynd (6, =1)+Znd (¢, =2) is a conditionally m-dependent

sequence of uniformly distributed vectors.

Let’s consider the case m = 1. According to Theorem 2, it is possible to determine

the limiting distribution of the sum S, = \/Lﬁ Yoo T — ETyl.

Ps, 25 ®p i,
From (2.1) and (2.2) equalities R, and 7}, matrices we have

183283/2400 211441 /4800
R, + T/l = ( / / )

211441/4800 183283/2400
The following sequences are possible: {X,}n>1, {Yn}ns1, {Zn}tn>1 and {7, }>1 to

be applied in geological surveys. Due to them obtained from pits data will be defined
contamination of minerals in survey areas.

REFERENCES

. BokucHAVA, 1., KVATADZE, Z., SHERVASHIDZE, T. Central Limit Theorem for Conditionally m-

Dependent Vectors Controlled by a Finite Markov Chain. Proceeding of 4th Iranian International
Statistics Conference. 23-25.VIII.1998. SHAHID BEHESHTI UNIVERSITY PRESS ji292;4 , Vol.
1. Theory of Statistics, Theory of Probability. pp. 249-260, VIII-1999.

KVATADZE, Z., SHERVASHIDZE, T. On limit theorems for conditionally independent random variable
controlled by a finite Markov chain. Probability theory and mathematical ststistics (Proc. 5th Japan-
USSR Symposium on Probability Theory. Kyoto. July 8-14 1986). Lecture Notes in Mathematics.
Springer-Verlag, Berlin. etc., 1299 (1987), 250-259.

KvATADZE, Z., KvATADZE, T'S. Limiting distribution of a squence of functions defined on a Markov
chain. Proceedings of A. Razmadze Mathematical institute, 174, 2 (2020), 199-205.

Doos, J.L. Stochastic Processes. Wiley Classics Library. A Wiley-Interscience Publication. John
Wiley and Sons, Inc., New York., 1990.

Received 16.05.2021; revised 25.07.2021; accepted 10.10.2021.

Author(s) address(es):

Zurab Kvatadze, Beqnu Parjiani

Department of Mathematics, Georgian Technical University
Kostava str. 77, 0171 Thilisi, Georgia

E-mail: zurakvatadze@yahoo.com, beqnufarjiani@Qyahoo.com

Tsiala Kvatadze

Department of Mathematics, Georgian Primary Program, European School
Skhirtladze str. 2, 0177, Thilisi, Georgia

E-mail: ttkvatadze@gmail.com



