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Abstract. By using the Kolmogorov’s strong law of large numbers, the consistent estimates
of the equilibrium and of the degree of volatility are constructed in the Ornstein-Uhlenbeck’s
stochastic model.
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1 Introduction. The Ornstein-Uhlenbeck process, x; satisfies the following stochas-
tic differential equation:
dry = 0(p — x)dt + odWs, (1)

where 6 > 0, u € R and o > 0 are parameters and W; denotes the Wiener process.
The solution of the stochastic differential equation (1) has the following form

t
zp = woe "+ pu(l — e ) + 0’/0 e = qw, (2)

where zg is assumed to be constant.

The parameters in (2) have the following sense:

(i) p represents the equilibrium or mean value supported by fundamentals (in other
words, the central location);

(ii) o is the degree of volatility around it caused by shocks;

(iii) O is the rate by which these shocks dissipate and the variable reverts towards the
mean;

(iv) xo is the underlying asset price at moment ¢ = 0 ( the underlying asset initial
price );

(v) ; is the underlying asset price at moment ¢t > 0.

There are various scientific papers devoted to estimate of parameter u, o and 6(see, for
example [1], [2]). There least-square minimization and maximum likelihood estimation
techniques are used for the estimating parameters ¢ and g which work successfully. The
same we can not say concerning the estimating the parameter 6 (see, for example, [1]).

The purpose of the present paper is to introduce a new approach which by use of
values (zx)ren of corresponding trajectories at a fixed positive moment ¢, will allows us
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to construct a consistent estimate of parameters o and g of the Ornstein-Uhlenbeck’s
stochastic process under an assumption that all another parameters are known.

The rest of the present paper is organized as follows.

In Section 2 we consider some auxiliary notions and facts from the theory of stochastic
differential equations and mathematical statistics.

In Section 3 we present the constructions of consistent estimates for unknown param-
eters 0 and p in the Ornstein-Uhlenbeck’s stochastic model.

2 Some auxiliary facts from the theory of stochastic differential equations
and mathematical statistics. By use of approaches introduced in [3] one can get the
validity of the following Lemmas

Lemma 1. Let’s consider an Ornstein-Uhlenbeck process x; satisfies the following stochas-
tic differential equation:
dry = 0(p — xy)dt + odW, (3)

where 8 > 0, p and o > 0 are parameters and W; denotes the Wiener process. Then the
solution of this stochastic differential equation (3) is given by

t
zp =z "+ pu(l — e ) + O'/ e 0= qmy,
0

where xg 18 assumed to be constant.

Lemma 2. Under conditions of Lemma 1, the following equalities
(i) E(x) = zoe™ + p(1 —e);

(u) cov(x57xt) — ‘2’_6 (@*G(t*S) _ e*H(HS)) :
(iii) wvar(z,) = % (1 —e29);

hold true.

Lemma 3. (Kolmogorov’s strong law of large numbers [4]) Let X1, Xa, ... be a sequence
of independent identically distributed random variables defined on the probability space
(Q, F, P). If these random variables have a finite expectation m (i.e., E(X) = E(X3) =
.. =m < o), then the following condition

R H -1 — —
P({w : 7111_1)101071 ,;1 Xip(w)=m}) =1
holds.

3 Main results. We begin this section by the following definition.

Definition. A Borel measurable function 7,, : R" — R (n € N) is called a consistent
estimator of a parameter # (in the sense of almost everywhere convergence) for the family
(1) )acr if the following condition

Mév({(xk>lc€N . (xk)kEN S RN & JLH;OTn(xla T 7xn) = 8}> =1
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holds true for each 0 € R.

By the use of Kolmogorov’s Strong Law of Large numbers the validity of the following
assertion is obtained.

Theorem 1. Fort >0, 10 € R, 0 >0, p € R and 0 > 0, let’s Y z0.0,u0) be a Gaussian
probability measure in R with the mean my; = xoe ™ + p(1 — e™) and the variance
ol = g—; (1 — 6_265). Assuming that parameters xo, t, 8 and o are fized, for p € R let’s
denote by v, the measure Y zo.o,u0)- Let us define the estimate T, : R" — R by the
following formula

T ((2k)1<k<n) = (M — $06_6t> / (1 _ e—@t) ‘
T n
Then we get
Y (ke + (zk)ren € B & Aim T ((on)1<ken) = T} =1,

provided that T, is a consistent estimator of the equilibrium i € R in the sense of almost
everywhere convergence for the family of probability measures (’Yﬁo)ueR-

Proof. Let’s consider probability space (2, F, P), where 2 = R*, F = B(R*®), P = .
For k € N we consider k-th projection Pry defined on R* by

Pri((z)ien) = x

for (z;)ien € R>.

It is obvious that (Pry)ren is a sequence of independent Gaussian random variables
with the mean m; = zoe™ + p(1 — e7%) and the variance o? = g—; (1 —e %), By the
use of Kolmogorov’s Strong Law of Large numbers we get

L P
YA (zr)keny € R & lim et Pril()ren) =xoe "+ pu(l —e ) =1,

n—00 n

which implies

Vf{(zk)keN € R* & lim (% — x0€_0t> / (1 _ e—et) = 1)

n—o0
=7 {ze)ken € B & Tim To((2)1<k<n) = p} = 1.

By the scheme used in the proof of Theorem 1, one can get the validity of the following
theorem.
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Theorem 2. Fort >0, 20 € R, 0 >0, p € R and o0 > 0, let Y zp.0,u0) be a Gaussian
probability measure in R with the mean m; = xoe % + u(1 — %) and the variance
o = g—; (1 —e™2%). Assuming that parameters xo, t, p and 0 are fized. For o® >0, let’s
denote by vy the measure V(¢ z00..0)- Let us define the estimate T;™ : R" — R by the

following formula

sokok 20 Zn: 2k — xoeiet - ﬂ(l - eiet) ’
T ((2)1<k<n) = : 1( n (1 —e20) ) :

Then we get

Vo (zr)ren : (sr)ren € R & lim T ((z1)1<hen) = 07} = 1,
provided that T is a consistent estimator of the square of the degree of volatility o
around it caused by shocks in the sense of almost everywhere convergence for the family

of probability measures (725

p )02>0'
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