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Abstract. The asymptotic properties of a general functional of the Gasser—Miiller estimator
are investigated in the Sobolev space. The convergence rate, consistency and the central limit
theorem are established.
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Let us consider a regression model of the form
Y(t) = a(t) + (1), (1)
where t € [0,1], e(-) is noise with Ee(t) = 0, Ee?(t) = 0? < oo, Y(t) is a random
function and a(t) is an unknown function. Suppose we have n numbers

0<t; <t <---<t, <1,

where each t,, k= 1,2,...,n, is dependent on n.
The estimator of an unknown regression function a(t) was introduced by Gasser
and Miiller and defined by the expression

an(t):hin;n;/W(t;n“)du-mi), (2)

where 0 =50 <51 <5< - <5, =1,¢<s5;,<tjy1,1=12,...,n—1and

1
max |$; — ;1| = O(—);
A n

{hn,n = 1,2,...} is the sequence of positive numbers which monotonically tend to
zero, W (u) is the function with probability density properties.

Gasser and Miiller defined also the estimator of the k-th derivative of the regression
function a*)(¢) by the formula

1 — ki t—u
D) = o [ W () duevie )
S T n

Q)

for all k =0,1,...,m. It was assumed that ?iqgo)(t) = a,(t).

In the above-mentioned works, the consistency and asymptotic normality theorems
for these estimators were obtained by imposing certain conditions.

For some functional 2, here we investigate the asymptotic properties of the expres-
sion A(a,) as n — oo.

Let us introduce the notation and conditions which will be used in our argumenta-
tion.
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Conditions on a:

(al) The function a = a(t) is well defined and continuous on [0, 1] and takes its values
in the interval [—k;k];

(a2) The function a(t) has continuous derivatives up to order m inclusive;

(a3) For any i = 0,1,...,m, a®(t) takes its values in [~k;k] and aV(-) € L.([0, 1]).

Conditions on c:
(e1) Random values e, = e(tx), k = 1,2, ..., are independent and equally distributed;

(62) Fep =0, FEei = 0% < 0.
Conditions on W:
(wl) [ W(t)dt=1;

(w2) Functions W®(t), i = 0,1,...,m have the compact support [—7,7],

WO(=r) = WO(r) =0

(w3) The function W (t) has continuous derivatives up to order m, m > 1;
(w4) There exists a constant Cy > 0, for which

su£|W(i)(t)] <Cy <o0, i=0,1,...,m;
te

(w5) For any i =0,1,...,m, W@ € L([-7,7]).

Denote by a,(t) the mathematical expectation a,/(t):

Sq

a,(t) = Edn(t) = E hi i / W(t; “) du- Y (t;)

n

Then we obtain
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Let C™[0,1] denote the space of bounded real functions which are defined and
continuous on [0, 1], have continuous derivatives of at least m-th order. In this space
we introduce the norm

1l = Z/(dtk) L pecm

k=0

The closure of C™[0,1] in this norm is denoted by W?2 and called the Sobolev space.
This is a complete separable Hilbert space with the scalar product

= [dRf dkg
= dt, W2,
kzzo / a qe W 19 €

Conditions on 2:

(2(1) The functional 2 : 22 — R is considered in the space W?2. Tt is assumed
that this functional is smooth in a strong sense. This means that there exists a
bounded linear functional Ty such that for any two elements from W2, f, g € W2,
we have

AF) — Ag) = Tul(f — 9) + O(If — gllz)-
By the Riesz theorem there is an element ty of the space W2, such that
TQ['LU = (tg[,w>m.

The formulation of our problem reads as follows: Consider the Gasser—Miiller
scheme, where the components of (1), (2) and (3) satisfy conditions (al)—(a3), (¢1)-
(€3), (wl)=(wb) and (2(1). Construct the estimator of the variable 2A(a) using obser-
vations {(t1, Y (t1)), ..., (tn, Y (tn)) }-

Theorem 1. Assume that the conditions (al)—(a3), (¢1)—(3), (wl)—(w5) and (1)
are fulfilled. Then a representation formula holds with the remainder of order

R, =0 ( logn )

2m+-2
nh?2

In this section of the paper we use Theorem 1 to prove the strict consistency of
the estimator 24(a,).

Theorem 2. Let the conditions of Theorem 1 be fulfilled. Then, if the positive
sequence hy,, n=1,2,..., 0 < h, <1, 1s chosen so that

logn

Then with probability 1, we have
A(an) — Aa)

as n — Q.
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