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Abstract. In this paper we study correspondence between proof schemata and unranked

logics. Proof schemata is a new formalism, an alternative to inductive reasoning, where cut-

elimination theorem holds. Unranked logics are very important formalisms used in knowledge

representation and semantic web. We describe a transformation, how an unranked logic

sentence can be encoded into a formula schema.
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1. Introduction. The proof theory takes its roots from G. Gentzen, when he
introduced a sequent calculus for first-order logic. Since then, proofs are heavily used
in computer science. It is well known that first-order logic is undecidable, therefore all
complete proof-search procedures are non-terminating.

The concept of term schematization was introduced in [2] to avoid non-termination
in symbolic computation procedures and to give finite descriptions of infinite deriva-
tions. Later, formula schemata for propositional logic was developed [1] to deal with
schematic problems (graph coloring, digital circuits, etc.) in a more uniform way.
In [3,5] the language of formula schemata was extended to first-order logic and a se-
quent calculus was defined, introducing a notion of proof schema.

Other very expressive formalisms used in computer science are unranked languages,
which have unranked alphabet, i.e. function and/or predicate symbols do not have a
fixed arity. Since such languages can naturally model XML documents and operations
over them, they are more and more often used for knowledge representation and se-
mantic web. Thus increasing demand for designing and improving deduction methods
that would permit to automatize reasoning in unranked languages.

It is easy to see similarities between schematic formulas and unranked formulas,
defined in [4]. Therefore the question rises: whether it is possible to use proof schemata
for knowledge representation. To tackle this problem we try to find correspondence
between these two formalisms. It appears, that every unranked formula can be encoded
as a formula schema. In this paper we present such an encoding.

2. Proof schemata. In [3,5] we presented a language of first-order schemata,
which allows us to specify an (infinite) set of first-order formulas by a finite term.
There are distinction between constant function/predicate symbols and defined func-
tion/predicate symbols. While the first defines usual first-order terms and predicates,
the latter allows primitive recursion on them.

The sequent calculus LKS we consider is given in Figure 1. The proof axioms (the
pax rule), which are called proof links in [3,5], may appear only at the leaves of a proof.
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A proof axiom has similar meaning to induction hypothesis, leading to notion of proof
schema: a tuple of pairs of LKS proofs corresponding to the base and recursive cases
of inductive definition. For a formal definition of proof schemata we refer an interested
reader to [3,5].

Fig.1. The sequent calculus LKS

3. Unranked Logic. Unranked languages are based on the unranked alphabets
where functional and predicate symbols do not have a fixed arity. Variable and func-
tion symbols are divided into two groups: individual symbols (denoted by small Latin
symbols) and sequence symbols (denoted by Latin symbols with a bar). Both groups
include a fixed and flexible arity (unranked) function symbols. There is also distinction
between fixed and flexible arity predicate symbols.

The terms are built in a standard inductive way, using individual as well as sequence
variable and function symbols. The only restriction is that the fixed arity function
symbols can be applied only to the individual terms.

The atoms are built in a standard way using predicate symbols and terms. The
same restriction applies here as well: the fixed arity predicate symbols can be applied
only to the individual terms. Finally, formulas are built in a standard way from atoms,
logical operators and quantifiers.

Following [4], we define a sequent calculus LKU, which is obtained from LK by
adding rules for quantifiers over sequence variables. The rules are given in Figure 2.

4. Transformation. To encode an unranked formula into a formula schema,
it is enough to encode sequence terms into term schemata. The rest of encoding is
straightforward.

Let pt1, . . . , tnq be a sequence term. Let g be a binary function symbol. Then

pt1, . . . , tnq
def
≡ g(. . . g(t1, t2), . . .), tn) and we can construct a corresponding term schema:

ĝ(1) → t1 and ĝ(n+ 1) → g(ĝ(n), tn+1)
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Fig.2. The sequent calculus LKU

It is also possible to transform an LKU derivation into an LKS derivation. Unranked
quantifier rules will match LKS quantifier rules after transforming sequence terms into
term schemata. It remains to transform the ≈ rule into LKS derivation.

In [3,5] it was shown that LKS ≡ LKS ∪ {cut}, where the cut rule is:

Γ ⊢ ∆, A A,Π ⊢ Λ

Γ,Π ⊢ ∆,Λ

≈ rule can be derived in LKS∪{cut}, thus, in LKS as well. The derivation of ≈ in
LKS ∪ {cut} is given in Figure 3.

Fig.3. Derivation of ≈ rule in LKS

5. Conclusion. In this paper we studied correspondence between proof schemata
and unranked logics. A transformation from LKU derivation to LKS derivation was
presented. Thus, every unranked formula can be represented as a formula schema.
Although in [4] authors presented an induction rule for unranked formulas, still trans-
forming a formula schema into an unranked formula is not feasible.
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