
Reports of Enlarged Session of the
Seminar of I. Vekua Institute
of Applied Mathematics
Volume 28, 2014

ON INTEGRAL SQUARE DEVIATION OF TWO KERNEL ESTIMATORS
OF BERNOULLI REGRESSION FUNCTIONS
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Abstract. The limiting distribution of an integral square deviation between two kernel type

estimators of Bernoulli regression functions is established in the case of two independent

samples. The criterion of testing is constructed for both simple and composite hypotheses of

equality of two Bernoulli regression functions. The question of consistency is studied. The

asymptotics of behavior of the power of test is investigated for some close alternatives.
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Let random variables Y (i), i = 1, 2, take two values 1 and 0 with probabilities pi (success)
and 1 − pi, i = 1, 2 (failure), respectively. Assume that the probability of success pi is the
function of an independent variable x ∈ [0, 1], i.e. pi = pi(x) = P{Y (i) = 1 | x} (i = 1, 2) (see
[1–3]). Let tj , j = 1, . . . , n, be the devision points of the interval [0, 1]:

tj =
2j − 1

2n
, j = 1, . . . , n.

Let further Y
(1)
i and Y

(2)
i , i = 1, . . . , n, be mutually independent random Bernoulli vari-

ables with P{Y (k)
i = 1 | ti} = pk(ti), P{Y

(k)
i = 0 | ti} = 1 − pk(ti), i = 1, . . . , n, k = 1, 2.

Using the samples Y
(1)
1 , . . . , Y

(1)
n and Y

(2)
1 , . . . , Y

(2)
n we want to test the hypothesis

H0 : p1(x) = p2(x) = p(x), x ∈ [0, 1],

against the sequence of “close” alternatives of the form

H1n : pk(x) = p(x) + αnuk(x) + o(αn), k = 1, 2,

where αn → 0 relevantly, u1(x) ̸= u2(x), x ∈ [0, 1] and o(αn) uniformly in x ∈ [0, 1].

The problem of comparing two Bernoulli regression functions arises in some applications,
for example, in quantal bioassays in pharmacology. There x denotes the dose of a drug and
p(x) the probability of response to the dose x.

We consider the criterion of testing the hypothesis H0 based on the statistic

Tn =
1

2
nbn

∫
Ωn(τ)

[p̂1n(x)− p̂2n(x)]
2p2n(x) dx =

1

2
nbn

∫
Ωn(τ)

[p1n(x)− p2n(x)]
2 dx,

Ωn(τ) = [τbn, (1− τ)bn], τ > 0,

where

p̂in(x) = pin(x)p
−1
n (x),
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pin(x) =
1

nbn

n∑
j=1

K
(x− tj

bn

)
Y

(i)
j , i = 1, 2, pn(x) =

1

nbn

n∑
i=1

K
(x− ti

bn

)
,

K(x) is some distribution density and bn → 0 is a sequence of positive numbers, p̂in(x) is the
kernel estimator of the regression function (see [4, 5]).

We assume that a kernel K(x) ≥ 0 is chosen so that it is a function of bounded variation
and satisfies the conditions:

K(x) = K(−x), K(x) = 0 for |x| ≥ r > 0,

∫
K(x) dx = 1.

The class of such functions is denoted by H(τ).

Lemma 1 ([6]). Let K(x) ∈ H(τ) and p(x), x ∈ [0, 1], be a function of bounded
variation. If nbn → ∞, then

1

nbn

n∑
i=1

Kν1
(x− ti

bn

)
Kν2

(y − ti
bn

)
pν3(ti) =

=
1

bn

∫ 1

0
Kν1

(x− u

bn

)
Kν2

(y − u

bn

)
pν3(u) du+O

( 1

nbn

)
uniformly in x, y ∈ [0, 1], where νi ∈ N ∪ {0}, i = 1, 2, 3.

Lemma 2. Let K(x) ∈ H(τ) and p(x) ∈ C1[0, 1] and u1(x), u2(x) be continuous

functions on [0, 1]. If nb2n → ∞ and αnb
−1/2
n → 0, then for the hypothesis H1n

b−1
n σ2

n −→ σ2(p) = 2

∫ 1

0
p2(x)(1− p(x))2 dx

∫
|x|≤2τ

K2
0 (x) dx,

b−1/2
n (∆n −∆(p)) = O(b1/2n ) +O(αnb

−1/2
n ) +O

( 1

nb
3/2
n

)
,

where

∆n = ET (1)
n , ∆(p) =

∫ 1

0
p(x)(1− p(x)) dx

∫
|x|≤r

K2(u) du,

K0 = K ∗K, ∗ is the convolution operator.

We have the following assertion.

Theorem 1. Let K(x) ∈ H(τ) and p(x), u1(x), u2(x) ∈ C1[0, 1]. If nb2n → ∞ and

αn = n−1/2b
−1/4
n , then for the hypothesis H1n

b−1/2
n (Tn −∆(p))σ−1(p)

d−→ N(a, 1),

where ∆(p) and σ2(p) are defined in Lemma 2 and
d−→ denotes convergence in distribution

and N(a, 1) is a random variable having the standard normal distribution with parameters
(a, 1),

a =
1

2σ(p)

∫ 1

0
(u1(x)− u2(x))

2 dx.
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Corollary. Let K(u) ∈ H(τ) and p(x) ∈ C1[0, 1]. If nb2n → ∞, then for the hypothe-
sis H0

b−1/2
n (Tn −∆(p))σ−1(p)

d−→ N(0, 1). (1)

Application of the statistic Tn for the hypothesis testing. As an important ap-
plication of the result of the corollary let us construct the criterion of testing the simple
hypothesis H0 : p1(x) = p2(x) = p(x) (this is the case with given p(x)); the critical domain is

defined by the inequality Tn ≥ dn(α) = ∆(p) + b
1/2
n σ(p)λα, and from Theorem we establish

that the local behavior of the power PH1n(Tn ≥ dn(α)) is as follows

PH1n(Tn ≥ dn(α)) −→ 1− Φ
(
λα − A(u)

σ(p)

)
,

where

A(u) =
1

2

∫ 1

0
(u1(x)− u2(x))

2 dx, u = (u1, u2),

Φ(λα) = 1− α, Φ(λ) is a standard normal distribution.

Note that the statistic function Tn is normalized by the values ∆(p) and σ2(p) which
depend on p(x). If p(x) is not defined by hypothesis, then the parameters ∆(p) and σ2(p)
should be replaced respectively by

∆̃n =

∫
Ωn(τ)

λn(x) dx

∫
|x|≤τ

K2(x) dx, σ̃2
n = 2

∫
Ωn(τ)

λ2
n(x) dx

∫
|x|≤2τ

K2
0 (x) dx,

λn(x) =
[
p1n(x)(pn(x)− p1n(x)) + p2n(x)(pn(x)− p2n(x))

]
· 1
2

and we show that

b−1/2
n (∆̃n −∆(p))

P−→ 0, σ̃2
n

P−→ σ2(p). (2)

Let us prove (2). Since pn(x) = 1 + O( 1
nbn

) uniformly in x ∈ Ωn(τ) and |pin(x)| ≤ c1,
x ∈ [0, 1], i = 1, 2, we obtain

b−1/2
n E|∆̃n −∆(p)|

≤ c5b
−1/2
n

{∫
Ωn(τ)

(E(p1n(x)− Ep1n(x))
2)1/2 dx+

∫
Ωn(τ)

(E(p2n(x)− Ep2n(x))
2)1/2 dx

}

+b−1/2
n

∫
Ωn(τ)

|Ep1n(x)− p(x)| dx+ b−1/2
n

∫
Ωn(τ)

|Ep2n(x)− p(x)| dx.

Further, using Lemma 1 and also taking into account that p(x) ∈ C1[0, 1] and [x−1
bn

, x
bn
] ⊃

[−τ, τ ] for all x ∈ Ωn(τ), it is easy to see that

b−1/2
n E|∆̃n −∆(p)| = O

( 1√
n bn

)
+O(b1/2n ) +O

( 1

nb3/2

)
.

Hence b
−1/2
n (∆̃n −∆(p))

P−→ 0. Analogously, it can be shown that σ̃2
n

P−→ σ2(p).

Theorem 2. Let K(x) ∈ H(τ) and p1(x) = p2(x) ∈ C1[0, 1]. If nb2n → ∞, then

b
−1/2
n (Tn − ∆̃n)σ̃

−1
n

d−→ N(0, 1) for n → ∞.

Proof. Follows from (1) and (2).
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The theorem enables us to construct an asymptotical criterion of testing the composite
hypothesis H0 : p1(x) = p2(x), x ∈ [0, 1]. The critical domain for testing this hypothesis is

defined by the inequality Tn ≥ d̃n(α) = ∆̃n + b
−1/2
n σ̃nλα, Φ(λα) = 1− α.

Theorem 3. Let K(x) ∈ H(τ), p1(x), p2(x) ∈ C1[0, 1]. If nb2n → ∞, then PH1(Tn ≥
d̃n(α)) −→ 1 for n → ∞. Here the alternative hypothesis H1 is any pair (p1(x), p2(x)),
p1(x), p2(x) ∈ C1[0, 1], 0 ≤ pi(x) ≤ 1, i = 1, 2, such that p1(x) ̸= p2(x) on the set of positive
measure.

Remark. Let ti be the division points of the interval [0, 1] which are chosen so that

H(tj) =
2j−1
2n , j = 1, . . . , n, where H(x) =

x∫
0

h(u) du, h(u) is some known continuous distribu-

tion density on [0, 1]. In this case, by a similar reasoning to the above one we can generalize
the results obtained in this paper.
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