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PROBABILITY OF ERRORS IN SEQUENTIAL
METHOD OF BAYESIAN TYPE
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Abstract. Formulae for computation of probability of errors in sequential method of Bayesian

type are offered. In particular, some relations between the errors of the first and the second

kinds in constrained Bayesian task and in sequential method of Bayesian type depending

on the divergence between the tested hypotheses are given. Dependencies of the Lagrange

multiplier and the risk function on the probability of incorrectly accepted hypotheses are

also presented. Theses results are necessary for computation of errors of made decisions at

testing multiple hypotheses using the offered new sequential methods of testing hypotheses.

Computation results of some examples confirm the rightness of theoretical analysis.
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1. Introduction. A short review of the works devoted to the classical prob-
lem of sequential analysis beginning with the fundamental work of Wald is given in
(Kachiashvili, 2014). It must be noted that there are many other works where different
concepts of multiple sequential comparisons are considered. For example, in (Ghosh et
al., 1997) sequential methods about multivariate parameters are described. To test a
composite null hypothesis concerning a set of parameters against two tailed alternative
hypothesis on the basis of sequentially obtained observations is considered in the works
(Betensky, 1996; Jennison and Turnbull, 2000; Wilcox, 2004; Zacks, 2009). More gen-
eral problem is considered in (De and Baron, 2012; Glimm et al., 2010; Tamhane et al.,
2010; Maurer et al., 2011; Bartroff and Lai, 2010). In particular, individual hypothe-
ses are considered about examined set of parameters of sequentially observed random
vectors. In the present paper we sample some results for computation of probability
of errors in sequential method of Bayesian type offered in (Kachiashvili, 2014; Kachi-
ashvili and Hashmi, 2010) which is quite universal approach allowing to test hypotheses
of any types considered in the above mentioned works.

2. The method of sequential analysis of Bayesian type. The sequential
analysis method of Bayesian type is offered in (Kachiashvili, 2014; Kachiashvili and
Hashmi, 2010). In particular, the following designations are used: Rn

m is the sam-
pling space of all possible samples of m independent n-dimensional observation vectors
x = (x1, ..., xn); R

n
m,1, R

n
m,2, ..., R

n
m,S, R

n
m,S+1 are the splitting of Rn

m into S + 1 disjoint

sub-regions such that Rn
m =

∪S+1
i=1 Rn

m,j. Let p(x1, ...,xm|Hi) be the total probability
distribution density of m independent n-dimensional observation vectors; m is sample
size. Then p(x1, ...,xm|Hi) = p(x1|Hi)...p(x

m|Hi).
The following decision rule is determined. If the matrix of observation results

x = (x1, ...,xm) belongs to the sub-region Rn
m,i, i = 1, ..., S, then hypothesis Hi is
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accepted, and, if x = (x1, ...,xm) belongs to the sub-region Rn
m,S+1, the decision is not

made, and the observations go on until one of the tested hypotheses is accepted.
Let us designate the population of sub-regions of intersections of acceptance regions

Γm
i of hypotheses Hi (i = 1, . . . , S) in constrained Bayesian task of hypotheses testing

with the regions of acceptance of other hypotheses Hj, j = 1, . . . , S; j ̸= i, by Imi . By

En
m = Rn

m −
∪S

i=1 Γ
m
i , we designate the population of regions of space Rn

m which do
not belong to any of hypotheses acceptance regions. Then the hypotheses acceptance
regions in the method of sequential analysis of Bayesian type are determined in the
following way:

Rn
m,i = Γm

i /I
m
i , i = 1, . . . , S; Rn

m,S+1 =
(∪

S
i=1I

m
i

)∪
En

m. (1)

Here regions Γm
i , I

m
i , En

m, i = 1, . . . , S, are defined on the basis of hypotheses accep-
tance regions

Γj = {x :
∑

S
i=1,i̸=jp(Hi)p(x|Hi) < λp(Hj)p(x|Hj)}, j = 1, . . . , S, (2)

where λ, the same scalar value for all regions, is determined so that the averaged
value of incorrectly accepted hypotheses was less than the maximum allowed value α
(Kachiashvili, Hashmi and Mueed, 2012a; Kachiashvili et al., 2012b; Kachiashvili and
Mueed, 2013).

3. Relationship between the probability of errors of the first and the
second kinds in constrained Bayesian task and in sequential method of
Bayesian type. Let us designate λ = ∗λ(x) ∈ [λ∗(x); λ∗(x)] for which there takes
place: Γi

∩
Γj = ∅, i, j = 1 . . . , S, i ̸= j,

∪
S
i=1Γi = Rn. Taking into account this fact,

at λ > ∗λ(x), the following transformations are true:

rδ =
∑

S
i=1p(Hi)

∑
S
i=1,j ̸=i

∫
Γj
p(x|Hi)dx ≤ (S − 1)

−
∑

S
i=1p(Hi)

∑
S
i=1,j ̸=i(

∫
Rn

m,i
p(x|Hi)dx+

∑
S
l=1,l ̸=j,l ̸=i

∫
Rn

m,l
p(x|Hi)dx).

(3)

Let us designate: α′
m,i is the probability of no acceptance of hypothesis Hi at

its validity in sequential method of Bayesian type after m observations; β′
m,li is the

probability of acceptance of hypothesis Hl at validity of Hi in sequential method of
Bayesian type after m observations; αm is the average probability of the first kind error
and rδ,m is the value of the risk function in constrained Bayesian task obtained on the
basis of m sequential observation results.

Then, on the basis of formula (3), we write:

rδ =
∑

S
i=1p(Hi)

∑
S
j=1,j ̸=i

∫
Γj

p(x|Hi)dx ≥
∑

S
i=1p(Hi)α

′
m,i, (4)

and

1− αm =
∑

S
i=1p(Hi)

∫
Γi

p(x|Hi)dx ≥ 1−
∑

S
i=1p(Hi)α

′
m,i. (5)

Let us introduce the designations:

ᾱm =
∑

S
i=1p(Hi)α

′
m,i, β̄m =

∑
S
i=1p(Hi)

∑
S
j=1,j ̸=iβ

′
m,ji,
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The quantities ᾱm and β̄mare the average probabilities of errors of the first and the
second kinds, respectively, in the sequential method of Bayesian type.

Then, on the basis of (4) and (5), the following is true: rδ,m ≥ ᾱm and αm ≤ ᾱm;
i.e. finally we have: αm ≤ ᾱm ≤ rδ,m.

Hence, for calculation of the average probabilities of errors of the first and second
kinds in sequential method of Bayesian type, we obtain:

β̄m ≤ ᾱm, max

{
αm;

rδ,m − (S − 2)β̄m

(S − 1)

}
≤ ᾱm ≤ rδ,m. (6)

At λ ≤ ∗λ(x), we have:
rδ,m = β̄m, αm = ᾱm. (7)

In formulae (6) and (7), rδ,m and αm are the values of average risk and significance
level of the criterion, respectively, in constrained Bayesian task as a result of its solution
after obtaining the next, m th observation result. The ratio between rδ,m and αm

indicates which formulae (6) or (7) must be used for the estimation ᾱm of β̄m and for
the sequential method of Bayesian type.

If it is necessary to know not average but all probability of errors of the first and
the second kinds, we can act as follows. After testing hypotheses in the sequential
method of Bayesian type on the basis of m sequential observation results, for already
determined value λ, we can calculate probabilities α′

m,i and β′
m,li, i, l = 1, . . . , S, l ̸= i,

for example, by the Monte-Carlo method.

4. Relations between the probability of errors of the first and the second
kinds in constrained Bayesian task after obtaining sequential observation
results. In constrained Bayesian task, for any sample size m , after testing hypotheses,
the average probability of errors of the first and the second kinds are calculated as
follows:

rδ,m =
∑

S
i=1p(Hi)

∑
S
j=1,j ̸=i

∫
Γj

p(x|Hi)dx,
∑

S
i=1p(Hi)

∫
Γi

p(x|Hi)d = 1− αm.

At λ = ∗λ(x) the following is true:

rδ,m =
∑

S
i=1p(Hi)(1−

∫
Γi

p(x|Hi)dx) = 1−
∑

S
i=1p(Hi)

∫
Γi

p(x|Hi)dx) = αm. (8)

At λ > ∗λ(x), the following takes place

rδ,m > β̄m. (9)

At λ < ∗λ(x), we have
rδ,m < ᾱm. (10)

As in sequential method of Bayesian type after obtaining every next observation
result, constrained Bayesian task is solved for all observation results having obtained
by the current moment, depending on the value of λ, ratios (8), (9) or (10) between
rδ,m and αm, i.e. between the values of the risk function and the average probability
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of rejection of true hypothesis, in constrained Bayesian task solved on the basis of m
sequential observation results, remain true.

Using these values of rδ,m and αm, with the help of ratios (6) or (9), depending
on the value of λ, there the values of average probability of errors of the first and the
second kinds in sequential method of Bayesian type are calculated.

To show the practical applicability and usefulness of the results given above, the
computation results for two examples are considered in the work. Computation results
of these examples completely confirm the rightness of theoretical analysis.
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