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Abstract. A system of equations for the static Timoshenko beam is solved using the proposed

iteration method. The method error is estimated.
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Statement of the problem. Consider the following boundary value problem(
cd− a+ b

∫ 1

0

w′2(x) dx

)
w′′(x)− cdψ′(x) = f(x),

ψ′′(x)− cd (ψ(x)− w′(x)) = g(x),

0 < x < 1,

(1)

w(0) = w(1) = 0, ψ′(0) = ψ′(1) = 0, (2)

where f(x) and g(x) are given continuous functions, w(x) and ψ(x) are the sought
solutions, a, b, c and d are given positive constants, cd− a > 0.

System (1) is a static problem for the Timoshenko beam [5]–[7]. In the present
paper, an iteration method of constructing an approximate solution of problem (1),(2)
is proposed and the condition for its convergence is established. As far as we know, no
algorithm analogous to the one considered below was applied previously for system (1).

Reduction of the problem. From the second equation of system (1) we find

ψ(x) =

∫ 1

0

R(x, ξ)w(ξ) dξ +

∫ 1

0

S(x, ξ)g(ξ) dξ, (3)

where

R(x, ξ) = − cd

sinh(
√
cd)

cosh
(√

cd (x− 1)
)
sinh

(√
cd ξ

)
, 0 < ξ < x < 1,

cosh
(√

cd x
)
sinh

(√
cd (ξ − 1)

)
, 0 < x < ξ < 1,

S(x, ξ) = − 1√
cd sinh(

√
cd)

cosh
(√

cd (x− 1)
)
cosh

(√
cd ξ

)
, 0 < ξ < x < 1,

cosh
(√

cd x
)
cosh

(√
cd (ξ − 1)

)
, 0 < x < ξ < 1.
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Using (3) in the first equation of system (1) and taking into consideration (2), we
obtain (

cd− a+ b

∫ 1

0

w′2(x) dx

)
w′′(x) +

∫ 1

0

G(x, ξ)w′(ξ) dξ = p(x), (4)

w(0) = w(1) = 0. (5)

Here

G(x, ξ) = − (cd)2

sinh(
√
cd)

sinh
(√

cd (x− 1)
)
cosh

(√
cd ξ

)
, 0 < ξ < x < 1,

sinh
(√

cd x
)
cosh

(√
cd (ξ − 1)

)
, 0 < x < ξ < 1,

p(x) = f(x) +
1

cd

∫ 1

0

G(x, ξ)g(ξ) dξ. (6)

System (4),(5) is a problem relative to w(x) whose solution found by means of (3)
gives ψ(x).

Algorithm. We will solve problem (4),(5) by iteration. After choosing as the initial
approximation some function w0(x) that vanishes at the points x = 0 and x = 1, we
will define the next approximations by the formula(

cd− a+ b

∫ 1

0

w′2
k (x) dx

)
w′′
k(x) +

∫ 1

0

G(x, ξ)w′
k−1(ξ) dξ = p(x), (7)

k = 1, 2, . . . ,

with the condition
wk(0) = wk(1) = 0, (8)

where wk+l(x) is the k-th iterative approximation of the solution of problem (4), (5),
k = 1, 2, . . . , l = −1, 0.

For wk(x), system (7),(8) is a nonlinear problem. To solve it, we rewrite (7) in the
form (

cd− a+ b

∫ 1

0

w′2
k (x) dx

)
w′′
k(x) = pk−1(x), (9)

where

pk−1(x) = p(x)−
1∫

0

G(x, ξ)w′
k−1(ξ) dξ,

and seek wk(x) by Chipot’s method [1], [2] in the form of product

wk(x) = λkvk(x). (10)

Here the function vk(x) and the parameter λk are the respective solutions of the bound-
ary value problem

v′′k(x) = pk−1(x),

vk(0) = vk(1) = 0,
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and the cubic equation
λk(cd− a+ bskλ

2
k)− 1 = 0

in which

sk =

∫ 1

0

v′2k (x) dx,

and which has a unique real solution. The latter fact is confirmed by means of the
function γ(λ) = λ(c1 + c2λ

2)− c3, c1, c2, c3 > 0.
Using the well-known relations, we first find the function vk(x) by the formula

vk(x) = λk−1

∫ 1

0

H(x, ξ)

∫ 1

0

G(ξ, η)v′k−1(η) dη dξ + r(x),

where

H(x, ξ) = −

{
(x− 1)ξ, 0 < ξ < x < 1,

x(ξ − 1), 0 < x < ξ < 1,

r(x) = −
∫ 1

0

H(x, ξ)p(ξ) dξ,

and then, having preliminarily calculated the constant sk, by virtue of the equality

λk =

(
1

2bsk

) 1
3

2∑
l=1

(
1 + (−1)l

(
1 +

4

27

(cd− a)3

bsk

) 1
2

) 1
3

we obtain the value of the parameter λk.
The substitution of λk and vk(x) in (10) gives the k-th iterative approximation

wk(x).

Error of the algorithm. Under the error of the algorithm we will understand a
difference wk(x)−w(x) where wk(x) is the k-th iterative approximation of process (7),
and w(x) is an exact solution of problem (4), (5). The following statement is valid

Theorem. If the condition q < 1, where

q =
1√

2 (cd− a)

(∫ 1

0

∫ 1

0

G2(x, ξ) dx dξ

) 1
2

=
(cd)2

2
√
2 (cd− a) sinh(

√
cd)

(
sinh(2

√
cd)

2
√
cd

− 1

) 1
2

,

is fulfilled, then wk(x) → w(x) in the norm of the space L2(0, 1), and for the error we
have the estimate∥∥∥∥ dldxl (wk(x)− w(x))

∥∥∥∥
L2(0,1)

≤
(
1

2

) 1−l
2

qk∥w′
0(x)− w′(x)∥L2(0,1) ,

k = 1, 2, . . . , l = 0, 1.
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Let us give some values of the parameter q. If cd = 0.1, a = 0.05, then q = 0.057,
if cd = 1, a = 0.2, then q = 0.3392, if cd = 3, a = 0.6, then q = 0.9197.

The question of iteration process convergence for the axially-symmetric Timoshenko
static plate is considered in [3] and [4].
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