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Abstract. A boundary value problem is stated for nonlinear ordinary differential equation,

describing the state of a string. The question of convergence and accuracy of one method of

the solution of this problem is discussed.
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Introduction. Let us consider the boundary value problem characterizing the
static state of a string (see [1,2]):

φ

 1∫
0

(w′(x))
2
dx

w′′(x) = f(x), 0 < x < 1, (1)

w(0) = 0, w(1) = 0. (2)

Here w(x) is the unknown displacement function, f(x) and φ(z) are the given functions.
The first one corresponds to the acting force and the second one is described by stress-
strain relations. It is assumed that φ(z), 0 ≤ z < ∞, is a continuous or differentiable
function and satisfy the condition

φ(z) ≥ α > 0, 0 ≤ z <∞. (3)

When φ(z) is a linear function, equation (1) is obtained from Kirchhoff’s string oscilla-
tion equation by eliminating the time argument. The introduction of the function φ(z)
enables us not to restrict the consideration to Hook’s law in the stress-strain relation
(see [3]-[6]).

Method of solution. Assume, that problem (1), (2) have a solution. To find it,
we will use M. Chipot’s approach (see [3]-[6]). The unknown function is represented as
following product

w(x) = λv(x), (4)

where λ and v(x) are respectively the unknown parameter and the function. The
substitution of (4) into (1) gives the following equation

λφ

 1∫
0

((λv′)2dx

 v′′(x) = f. (5)
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Without loss of generality, equation (5) can be replaced by the system of equation

v′′ = f,

λφ

 1∫
0

(λv′)2dx

 = 1.

If we additionally take into account the (2) boundary conditions and (4) representation,
we will obtain the boundary value problem for the function v(x):

v′′ = f, (6)

v(0) = 0, v(1) = 0, (7)

which solution has the form

v(x) = (x− 1)

x∫
0

ζf(ζ)dζ + x

1∫
x

(ζ − 1)f(ζ)dζ, (8)

and nonlinear equation for the parameter λ

λφ
(
sλ2
)
= 1, (9)

where

s =

1∫
0

(v′)2dx. (10)

From (8) and (10) it follows, that the value of parameter s is calculated by the formula

s =

1∫
0

 x∫
0

ζf(ζ)dζ +

1∫
x

(ζ − 1)f(ζ)dζ

2

dx. (11)

Let us consider the question of existence of the solution of equation (9). By inequality
(3) we conclude that its solution is a positive number. Than we transform this equation.
After squaring both sides of (9) and then multiplying by s, we get

sλ2φ2
(
sλ2
)
= s.

Denote µ = sλ2. Then the equation (9) obtains the form

µφ2(µ) = s. (12)

Let φ(z) be a continuous function, 0 ≤ z < ∞. Because of φ(z) ≥ α > 0, the root µ

of (12) will be from the interval I =
[
0,

s

α2

]
.

Denote
q(µ) = µφ2(µ)− s, (13)
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and instead of equation (12) let consider the equation

q(µ) = 0. (14)

From (3) and (11), q(0) · q
( s
α2

)
< 0. Therefore equation (14) has a solution on I. To

find it, we will use an approximate algorithm (see [7]).

Approximate algorithm

A1) Let us assume that we can find interval I0 ⊂ I =
[
0,

s

α2

]
such, that the equation

q(µ) = 0 has a unique root µ∗, φ(µ) ∈ C(k)(I) and q′(µ) ̸= 0, which implies that
φ(µ) ̸= 0, φ(µ)− 2µφ′(µ) ̸= 0. That’s why q (µ∗) = 0, we can find the neighborhood of
zero I∗, where exists inverse function g = q−1, and g have the same smoothness as q.

Denote by N the number of parallel processors. Let us consider the iterative se-
quence of N -dimensional vectors(

µ
(i)
1 , µ

(i)
2 , . . . , µ

(i)
N

)
, i = 1, 2, . . . , (15)

each component of which is an approximate value of µ∗. Bellow we will show, that
when i→ ∞ and conditions are defined, all components of vector converges to µ∗.

Let
(
µ
(0)
1 , µ

(0)
2 , . . . , µ

(0)
N

)
- are N initial approximations to µ∗ from I0 and values

of function φ(µ) and its first derivatives at these points are given

φ
(
µ
(0)
1

)
= y

(0)
1 , . . . , φ

(
µ
(0)
N

)
= y

(0)
N

φ′
(
µ
(0)
1

)
, . . . , φ′

(
µ
(0)
N

)
.

If the values of derivatives of function y = φ(µ) are known, then we can easy find
the values of derivatives of inverse function.

Evidently, µ∗ ≡ g(0). For finding the approximations to µ∗, we replace the function
g(y) by Hermit’s interpolating polynomial, which use as nodes some elements of the

set
{
y
(i)
j

}N
j=1

, and then compute polynomials value at the point 0.

Denote byM number of nodes used in Hermit’s interpolating polynomial, 2 ≤M ≤
N−1. For the j-component of the vector (15) interpolating polynomial of HermitH i

j(y)
is constructed. We will choose the nodes for H i

j(y) in the following way: Firstly, let
us consider the set of indexes A = {1, 2, . . . , N} and choose N distinct subset Aj of
A. The number of elements in each subset is equal to M and j ∈ Aj. For convenience
of realization let for all j the Hermit’s polynomials have the same order m− 1, where
2 ≤ m ≤ k.

For approximate solution of equation (12) we consider the following iterative pro-
cess, where the j-component of the vector (15) is computed in the following way:

µ
(i+1)
j = H

(i)
j (0), j = 1, N, (16)

where as a nodes of H i
j(y) are used the points

{
y
(i)
j

}
, s ∈ Aj.



An Iteration Method for a String ... 13

The maximal order of polynomial can be 2M − 1, and minimal - 2.
A2) Let us assume that φ(m)(µ) is bounded on I0 and g(m)(y) ̸= 0 on I∗.
Denote by

r = max
i≤j≤N

∣∣∣µ∗ − µ
(0)
j

∣∣∣ , p =

∥∥g(m)(y)
∥∥

m!
∥φ′(µ)∥m .

For convergence of (16) the following theorem is true.

Theorem. Let for function φ(µ) is fulfilled conditions A1), A2), (k = m), and
initial values are chosen from area I0 ⊆ I, for points of which prm−1 < 1. Let the set
Aj contains the points j, j − 1, j = 1, N . Then the iterative process (16) converges
to the solution (12) and the speed of convergence is equal to m (where (m − 1) is a
polynomials order):

∣∣∣µ∗ − µ
(i)
j

∣∣∣ ≤ (√p
1

m−1 r

)mi

, j = 1, N, i ≥ i0.

After we compute the approximate value µ̄ of µ∗, we can calculate the correspon-
dence approximate value of parameter λ is the solution of equation (9), according to
the formula µ = sλ2.

R E F E R E N C E S

1. Kirchhoff G. Vorlesungen ber Mathematische Physik: Mechanik. Leipzig, Teubner, 1876.
2. Arosio A. Averaged evolution equations. The Kirchhoff string and its treatment in scales of

Banach spaces, Functional analytic methods in complex analysis and applications to partial differential
equations (Trieste, 1993), World Sci. Publishing, River edge, NJ, (1995), 220-254.

3. Chipot M. Elements of Nonlinear Analysis, Birkhuser Verlag, Basel, Boston, Berlin, 2001.
4. Chipot M. Remarks on some class of nonlocal elliptic problems. Recent advances of elliptic

and parabolic issues, World Scientific, (2006), 79-102.
5. Peradze J. On the errors of one method of solution of a static equation for a string. Proc. A.

Razmadze Math. Inst., 148 (2008), 45-49.
6. Abesadze T., Odisharia V., Peradze J. On the influence of a calculation error on the solution

of the Kirchhoff nonlinear static equation. Rep. Seminar. Inst. Appl. Math. Tbilisi State Univ., 29
(2003), 3-10.

7. Criado F., Davitashvili T.D., Meladze H.V., Skhirtladze N.M. On one numerical method for
solving some self-similarity problems of gas dynamics on a multiprocessor. Intern. J. Computer Math.,
74, 1 (2000), 63-85.

Received 3.05.2012; revised 10.09.2012; accepted 10.12.2012.

Author’s address:

T. Davitashvili
Iv. Javakhishvili Tbilisi State University
2, University St., Tbilisi 0186
Georgia
E-mail: t−davitashvili@hotmail.com


